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Abstract 

Ongoing climate change is emerging to a global crisis. It is necessary to develop 

new environmentally friendly ways to satisfy the need for energy to reach the 

ambiguous goal of keeping global warming below 2°C. Not only the production is 

a big challenge, but also the storage systems need to be improved in order to 

reach a society that only relies on renewable energy sources. 

Electrical double layer capacitors (EDLCs, also known as supercapacitors) can 

deliver a high power density and have a long lifetime, but suffer from a 

comparably low energy density. They are well suited for applications demanding 

very short charging and discharging times (e.g. frequency regulations in power 

grids). EDLCs usually consist of two porous (carbon) electrodes immersed in a 

liquid electrolyte. If a voltage is applied, an electrical double layer forms at each 

electrode, which causes the capacitive behavior. While the basic concept of the 

double-layer formation is well known, details of the ion rearrangement in 

microporous electrodes is still not fully understood.  

The main goal of this thesis is to provide new insights on the ion movement 

(re-arrangement) and the volumetric change of the electrode during charging and 

discharging, as well as to study the influence of the pore structure on the charging 

process. To reach this goal, two different model materials with a hierarchically 

ordered mesopore structure were used. These materials provide a well-defined pore 

structure that can be adjusted by additional CO2 activation treatment. This 

results in a hierarchically ordered macro/meso/microporous system. Additionally, 

the ordered structure results in Bragg peaks in the small-angle X-ray scattering 

regime, which allows additional analysis compared to (disordered) activated 

carbon materials. 

Three different topics were investigated: 

 Influence of the pore structure on the capacitance for elevated charging 

rates: An extensive structural and electrochemical characterization of 

nanocast (consisting of hexagonally ordered carbon nanorods) and soft-

templated carbons (hexagonally ordered cylindrical pores) in order to 

study the influence of the pore structure on the electrochemical 

performance. It was shown that a hierarchical structure is beneficial, if 

they guarantee a three-dimensional access for the ions to the micropore 

network. 

 Electrode swelling: The well-resolved Bragg peaks (in the small-angle 

scattering regime) originating from hexagonally ordered structure allow 
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new measurement concepts. It is shown that these materials allow us to 

track the deformation of a carbon based supercapacitor cell on the 

mesopore length scale, which is not possible with other (disordered) 

carbon materials. 

 Proof of concept: Is in situ anomalous small-angle X-ray scattering 

suitable to study the rearrangement of individual ion species? 

Conventional small-angle X-ray scattering suffers from a major 

drawback: it is not element sensitive. These experiments rely on a 

simplification of the system and on data from additional measurements 

(e.g. overall charge accumulated) to link the measured changes to a 

single element or component. Anomalous small-angle X-ray scattering 

was evaluated as a tool to directly analyze the behavior of a single ion 

species without the need of additional data from other experiments. 
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Kurzfassung 

In Anbetracht des Klimawandels ist es notwendig, neue Technologien zu 

entwickeln, die es uns ermöglichen, den ständig steigenden Energiebedarf mithilfe 

erneuerbarer Energiequellen zu decken. Ohne eine drastische Reduktion der 

Treibhausgasemissionen wird es uns nicht gelingen, angepeilte Klimaziele zu 

erreichen. Dabei ist zu beachten, dass die (Weiter-)Entwicklung der 

Stromproduktion alleine das Problem nicht lösen kann. Leistungsfähige 

Speichersysteme sind ein wichtiger Faktor, ohne den das Erreichen der gesetzten 

Klimaziele in weite Ferne rückt. 

Superkondensatoren können dabei einen wichtigen Beitrag leisten. Sie bestehen 

aus zwei porösen (Kohlenstoff-)Elektroden, eingetaucht in einen Elektrolyten. 

Diese Speichertechnologie zeichnet sich durch ihre hohe Leistungsdichte und 

Langlebigkeit (mehrere 100000 Ladezyklen) aus. Die Funktion basiert auf der 

Ausbildung einer elektrischen Doppelschicht an der Grenzfläche zwischen 

Elektrode und Elektrolyt. Das Grundkonzept dieser Doppelschicht wirkt auf den 

ersten Blick sehr simpel, bei genauerer Betrachtung wird allerdings klar, wie 

komplex die Prozesse beim Ladevorgang wirklich sind. 

Im Zuge dieser Arbeit sollen genau diese Prozesse untersucht werden. Dazu 

wurde ein Kohlenstoff-Modell-Material mit hierarchisch geordneter Struktur 

verwendet. Dieses Material besitzt neben seiner gut definierten Porenstruktur 

auch noch einen weiteren großen Vorteil: die geordnete Struktur führt bei 

Kleinwinkel-Streuexperimenten zu Bragg-Reflexen. Dadurch ist es möglich 

Experimente durchzuführen, die mit den bisherigen (ungeordneten) Aktivkohlen 

nicht durchführbar waren.  

Mit Hilfe dieser Materialien wurden folgende drei Fragestellungen behandelt 

werden: 

 Welchen Einfluss hat die Porenstruktur auf die Kapazität bei erhöhten 

Laderaten? Dazu wurde eine umfangreiche Strukturanalyse und 

elektrochemische Charakterisierung zweier geordneter Kohlenstofftypen 

(geordnete Kohlenstoff-Nanozylinder und geordnete zylindrische Poren) 

durchgeführt. Diese Experimente haben gezeigt, dass eine hierarchische 

Struktur deutliche Vorteile gegenüber einer konventionellen rein 

mikroporösen Aktivkohle haben kann. 

 Ausdehnung der Elektroden: Durch die Analyse der Positionsänderung 

der Bragg-Reflexe während des Lade-/Entlade-Vorgangs, war es möglich, 

auch kleinste Ausdehnung der Elektrode zu messen. Diese Effekte sind 
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bei Superkondensatoren deutlich kleiner als bei Li-Ionen-Akkus, sind 

aber trotzdem von Bedeutung.  

 Es wurde bereits in mehreren Versuchen gezeigt, dass in situ 

Röntgenkleinwinkelstreuung eine geeignete Methode zur Analyse von 

Ionenbewegungen ist. Allerdings sind die gemessenen Signale immer eine 

Kombination aus allen Komponenten, die sich im Röntgenstrahl 

befinden, weshalb für die Auswertung dieser Messungen zusätzliche 

(elektrochemische) Daten notwendig sind. Hier wurde gezeigt, dass 

anormale Röntgenkleinwinkelstreuung eine Messmethode ist, die ohne 

zusätzliche Daten elementspezifische Auswertungen ermöglicht 
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1 Motivation 

Climate change and its consequences are a major threat to societies all over the 

globe. It has been shown in different studies that many aspects of daily life could 

be affected by global warming. The influences can cause a reduction of food and 

drinking water quality/availability,1–3 a decrease of biodiversity,4 extinction of 

whole species,5 and even an increase of infectious diseases.6–8 To counteract these 

possible threats, humanity must work together to reduce global warming. This is 

now widely accepted and the Paris agreement signed by many countries in 2015 

is a step in the right direction to keep global warming under a 2°C threshold 

compared to the pre-industrial level. 

From model calculations, it is known that to keep global warming below the 

2°C threshold, a drastic reduction of the emission of greenhouse gases is necessary. 

If the cumulative CO2 emissions can be held below 1000 gigatons in the timespan 

from the year 2000 until 2050, there is a 75% chance to stay below 2°C, while the 

emission of 1440 gigatons will reduce the probability to 50%. To get a better 

understanding about these values, the cumulative CO2 emissions between 2000 

and 2006 have already reached 234 gigatons. As a result, the CO2 emission budget 

to stay below a 25% chance to exceed the 2°C threshold would be reached in 2027, 

assuming an ongoing constant emissions. In addition, other gases, the so-called 

non-CO2 Kyoto-gases (methane, nitrous oxide, hydrofluorocarbons, 

perfluorocarbons and SF6), are considered greenhouse gases also contributing to 

global warming. Depending on their CO2 equivalent, calculated for each individual 

gas, these emissions have a certain impact that must also be taken into account. 

The urgency of reducing greenhouse gas emissions is even clearer when comparing 

forecasts from two different models: SRES A1FI and HALVED-BY-2050.9 The 

SERS A1FI model predicts a world population of 9 billion people using mainly 

fossil fuel based technologies, while HALVED-BY-2050 is based on a reduction of 

Kyoto-gases, reaching 50% in 2050 relative to the emissions in 2000. The projected 

CO2 concentration as well as the resulting anthropogenic radiative forcing are 

shown in Figure 1.1a for both models.9 Even if the emission of greenhouse gases 

can be cut in half by 2050, there is still a possibility of exceeding the 2°C goal 

(Figure 1.1b). This fact should be alarming and calls for immediate actions to 

reduce emissions.  
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Figure 1.1: (a) Median of predicted evolution of CO2 concentration in the atmosphere and 

anthropogenic radiative forcing using the SRES A1FI (red) and the HALVED-BY-2050 (blue) 

model. (b) Global-mean temperature relative to 1860-1899 for both scenarios. The dashed grey 
line indicates the 2°C threshold. Reproduced with permission from Ref.9 © Nature Publishing 

Group 

Climate change forces us to overthink established energy concepts. A transition 

from fossil based to renewable energy sources is essential in order to reach the 

goals established in the Paris agreement. Decarbonizing the electrical energy 

sector would be a major step in the right direction. Electricity production is 

responsible for about 40% of the global energy related greenhouse gas emissions,10 

despite ongoing efforts to increase the share of renewable energy sources. The 

transition to a carbon free energy production is not only influenced by new 

developments in the sector of renewable energy production, but also the long 

lifespan of state of the art fossil fuel powered electrical plants will influence the 

time frame. Nevertheless, calculations have shown that, although the electricity 

contribution to the overall energy mix is expected to increase, in 2050 photovoltaic 

power plants could cover about 16% of the predicted demands.10 Since modern 

photovoltaic power plants have a CO2 equivalent emission of less than 1/10 of the 

approximated global average (49.9 g vs. 532 g CO2 per kWh), calculated over an 

average lifespan, they can substantially contribute to reach the set goals. The 

production costs of solar and wind plants have declined over the last years, while 

coal powered plants cost roughly the same. In terms of cost per gigajoule, wind 

energy can already compete with coal.10,11  

The transition to renewable energy sources for electricity productions will also 

be accompanied by a change of the requirements for the electrical power grid and 

storage technologies. In contrast to the centralized production in conventional 
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power plants (nuclear power plants and coal, oil, or gas-powered plants) are 

renewable technologies (wind turbines and photovoltaic plants) smaller and lead 

to a decentralization of the energy production. This can result in a remodeling of 

the whole energy market. 

Even though renewable technologies have experienced a boom over the last few 

years, there is one major challenge that has not been solved until now: the 

availability and intermittency of many renewable energy sources demand for 

flexible large-scale storage systems for electrical energy to guarantee security of 

supply. Fossil energy sources can be stock piled and used when needed, while wind 

and solar power can only be harvested when available. To be able to store energy 

in times of overproduction and deliver it when demand exceeds production is not 

only important to guarantee safety of supply, but the possibility to stockpile the 

produced energy is also important for the economics and ecology of power plants. 

Sophisticated storage systems allow the design of power plants for average 

consumption instead of peak demands, which influences construction costs and 

revenue of power plants. Additionally, storage systems can reduce the need for 

long-distance transmission lines as well as the fossil fuel based backup plants. 

Only by increasing the performance and lifetime of energy storage systems while 

simultaneously reducing their production cost, renewable energy sources can 

overcome their drawbacks.12–14 

Storage systems used in power grids can be mainly divided into two groups: 

energy intensive and power intensive. For energy intensive applications (e.g. load 

shifting), systems with a high energy storage capability is needed, making Li-ion 

batteries or pumped-storage power plants promising technologies. Power intensive 

applications, like frequency regulations, demand for a high power output over a 

short time period as well as long cycle life.13 Electrical double-layer capacitors 

(EDLCs, also called supercapacitors) fulfill these requirements. 

 

Supercapacitors are high power density storage devices best suited for 

applications demanding for short charging and discharging times. In terms of 

specific power (Figure 1.2) and cycle lifetime, they clearly outperform 

conventional battery types.15 EDLCs are used in a variety of different applications 

including backup systems for airplane doors and pitch control systems in wind 

turbines. They also play an important role in microelectronics, sensor applications, 

and can be used in storage systems for electrical vehicles.  
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Figure 1.2: Ragone plot including different supercapacitor types as well as conventional batteries 

and fuel for combustion engines (CE). Reproduced from Ref.16 with permission from The Royal 
Society of Chemistry 

Due to the combination of the high power density and cycle stability, but lower 

energy density, supercapacitors will (in many cases) not replace other storage 

systems, but most probably be combined with other technologies. Applications 

like fuel cell powered vehicles can benefit from such a hybrid system.17,18  

  

A supercapacitor consists of two porous electrodes immersed in an electrolyte. 

The charge is stored in an electrical double-layer at the electrode/electrolyte 

interface, which is formed when a potential is applied. As a result, the capacitance 

of a device is directly linked to the surface area of the electrode material. Activated 

carbon is the most used electrode material due to its high specific surface area, 

good electrical conductivity, low production costs and non-toxicity. The micropore 

structure in activated carbons is also beneficial in terms of shielding repulsive 

electrostatic forces, allowing a denser packing of ions, resulting in a high specific 

capacitance.15,19 

When charging a supercapacitor, charge carriers (electrons or holes) accumulate 

at each electrode. As a result the above-mentioned double layer15 is formed and a 

global ion flux ensures charge neutrality, which can be achieved in different ways: 

co-ions moving out of the electrode (co-ion expulsion), counter ions moving in 

(counter ion adsorption) and a combination of both (ion swapping or ion 

exchange).20 The dominant mechanism depends on a variety of parameters like 

the electrolyte type and ion concentration, scan rate, cell design as well as the 

electrode material itself.21 In addition to the global ion movement (ions moving in 

and out of the electrode), local ion rearrangement takes place, moving counter 
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ions towards the electrode (pore)surfaces forming the electrical double layer at 

the electrode/electrolyte interface.20–22 To systematically improve the specific 

energy and power as well as the cycle stability of EDLCs it is crucial to understand 

these charging processes and their dependencies. This is much more complicated 

than it may look at first sight. The nanoporous nature of the used electrode for 

instance causes substantial changes of the electrolyte inside this confined system 

compared to its bulk behavior. The shift of the freezing point of aqueous solutions, 

the decreased permittivity and a changed mobility of ions are just a few of the 

parameters influenced by the confinement.23–25 Naturally, these behavior changes 

will also influence the charging and discharging mechanisms of supercapacitor 

electrodes. 

To increase the performance of a supercapacitor, different strategies are pursued. 

A higher cell potential, for instance, will increase the energy stored in a device. 

Due to the limitation of the potential window in aqueous electrolytes, organic 

electrolytes or ionic liquids can be used. The main drawback of both, ionic liquids 

and organic electrolytes is the reduced power density compared to aqueous 

electrolytes.26–28 

The use of fast faradaic reactions is another concept to increase the capacitance 

and the specific energy. In recent years, hybrid devices have been developed with 

the goal of combining the high power density of an EDLC with the high energy 

density of a battery.16,29,30 

All these strategies to improve the performance and stability of supercapacitor 

devices depend on a fundamental understanding of all processes taking place 

during charging and discharging of a device. Simulations and in situ techniques 

play an important role in improving the understanding of charging mechanisms. 

Over the last few years, different in situ techniques have been developed to track 

the behavior of ions, solvent and electrode materials in an operating device. The 

increasing computational power enabled the development of advanced simulations, 

and new methods to combine experimental studies with simulations.31–37  

 

In this thesis, ordered mesoporous carbon (OMC) materials were used to study 

ion and electrode behavior in an operating supercapacitor device. These materials 

have a few key advantages: They exhibit a well-defined mesopore structure and 

their micropore content can be tuned without altering the mesopore system. 

Additionally their ordered structure results in Bragg peaks in the small-angle 

scattering regime, allowing new analysis methods compared to conventional 
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(disordered) activated carbon materials. Using these model materials three 

different studies were performed in this thesis:  

1. A combination of electrochemical performance evaluation, gas sorption 

analysis and scattering techniques have been used to systematically study the 

influence of the pore structure on the storage capacitance for elevated charging 

and discharging rates. With these combined studies, it was possible to show 

that hierarchical pore structures can be beneficial for the electrochemical 

performance.  

2. The deformation of the electrode itself was analyzed, as a function of the 

applied potential, by in situ small-angle X-ray scattering (SAXS). It was 

possible to show that the expansion behavior of the electrodes is influenced by 

the pore structure.  

3. In situ anomalous small-angle X-ray scattering (ASAXS), has been evaluated 

as a technique to perform element specific analysis of ion specific equilibrium 

configurations. With this experiment, it was shown that ASAXS is in fact a 

powerful tool to track element specific changes in an operating supercapacitor 

device without the need of additional electrochemical data.  

 

The thesis itself is divided into two main parts. The first part (Chapter 2) 

explains the basic principles of supercapacitors including a short overview of 

selected available electrode materials, electrolytes and characterization techniques. 

An additional short overview of the used X-ray scattering techniques will also be 

given. The second part (Chapter 3 to 6) is dedicated to the experiments and their 

results.



 

 

 

2 Fundamentals 

Here the basic principles of supercapacitors and X-ray techniques necessary for 

the experiments performed in this thesis are explained. The focus of this chapter 

is on the basic principle of supercapacitors, the different electrode materials and 

electrolytes, as well as electrochemical characterization methods used for the 

characterization of supercapacitors. The description of the used X-ray techniques 

is presented in a much shorter and compact form, since these techniques are well 

established at the Institute of Physic (Montanuniversität Leoben) and have been 

explained in detail in previous theses.38–40  

 

2.1 Supercapacitors 

A supercapacitor, also called electrical double-layer capacitor (EDLC), is a high 

power density energy storage device. The concept of a supercapacitor made of 

metal electrodes coated with porous carbon was first patented in 1957, and 

commercially produced by the Japanese company NEC in 1971. Since then, 

enormous progress has been made in terms of electrode materials, electrolytes and 

production techniques. Supercapacitors do not reach the energy density of modern 

battery systems, but with their high power output, they can close the gap between 

batteries and conventional capacitors. Additionally, their high cycle life offers new 

and complementary applications to battery systems.22 One example is the use of 

supercapacitors as an additional energy storage device in electric cars. Due to 

their low energy density they are not used as the main energy source, but as a 

supporting device to handle the high power demands during acceleration.41 

EDLCs consist of two highly porous electrodes immersed in an electrolyte. A 

separator (e.g. glass filter) is located between the two electrodes to prevent short 

circuits of the electrodes and serves as an electrolyte reservoir. Therefore, the 

separator has to be stable in the liquid electrolyte and has to have a low electronic 

conductivity but high ionic conductivity. In terms of electrode materials, activated 

carbon is the most common one. The properties and applications of different 

electrode materials will be explained in Chapters 2.11 and 2.12.  
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2.1.1 Charge storage principle 

The basic principle of an EDLC is based on the fact that a voltage applied 

between the electrodes leads to the formation of an electrical double-layer at each 

electrode/electrolyte interface, causing the capacitive behavior (Figure 2.1).  

Forming the electrical double-layer at the electrode/electrolyte interface is highly 

reversible, which is one of the reasons for the long cycle life of EDLCs. The fact 

that the charge is stored at the surface and not in the bulk of the electrode 

material, as it is the case in batteries, results in one of the major advantages of 

supercapacitors: The charge storage process is not limited by reaction kinetics or 

diffusion inside the electrode material, leading to a high power output as well as 

a coulombic efficiency (efficiency of charge transfer) typically above 95%. 

Additionally the volumetric changes of the electrode occurring during charging 

and discharging are small compared to storage devices using intercalation process. 

Therefore, aging processes in EDLCs are not as pronounced and they can easily 

stay operational for hundreds of thousands of charging and discharging cycles.15,22  

 
Figure 2.1: Schematic representation of the double layer formation in an EDLC made of two 

porous carbon electrodes. 

In 1859 Helmholtz described the forming of a double-layer as a rigid layer of 

ions parallel to the surface (Figure 2.2a).15,22 Analogous to conventional capacitors, 

the capacitance can be calculate by: 

 �퐶� = �휀��휀0
�퐴
�푑  (2.1) 
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where �휀0  is the vacuum permittivity, �휀�  is the relative permittivity of the 

electrolyte, �퐴 is the surface area, and �푑 is the thickness of the Helmholtz layer. 

The combination of the enormous specific surface area (SSA) of microporous 

carbon materials (some studies claim over 3000 m2 g-1)42 and the few nanometers 

thick Helmholtz layer leads to a capacitance of 102-104 F for EDLC devices 

compared to 10-6-10-2 F for conventional capacitors.43 

 
Figure 2.2: The Helmholtz model (a) describes the electrical double layer as a rigid layer of counter 

ions. No solvation shell or ion interactions are taken into account. The electrical potential  
decreases linear from the electrode potential 	 to the bulk electrolyte potential 
. The Gouy-

Chapman model (b) uses a diffuse layer with an exponential decay of the potential. The Stern 

model (c) combines both models. Reproduced with permission from Ref.15 © WILEY-VCH  

The Helmholtz model (Figure 2.2a) is the simplest way to explain the formation 

of a double-layer, but it fails to describe real systems. It neglects ion interactions, 

diffusion processes, dipole moment as well as the solvent. The Gouy-Chapman 

model proposes a diffuse layer of atoms, following a Boltzmann distribution of the 

ion concentration in the vicinity of the surface (Figure 2.2b) instead of the simple 

plane of ions. This model fails when highly charged layers are involved. Stern, 

therefore, proposed a combination of both previous models (Figure 2.2c), including 
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a strongly adsorbed layer (which cannot directly approach the surface) and a 

diffuse layer behind.15 This results in an overall capacitance combined by the 

capacitance of the Stern layer �퐶� , which is equivalent to the Helmholtz layer, 

and the diffuse layer �퐶�: 

 
1

�퐶

= 1

�퐶�
+ 1

�퐶�
 (2.2) 

These models are all developed for flat electrodes, which are not directly 

applicable for real porous materials with curved surfaces. For large pores (pore 

diameter >> ion size), the curvature of the surface can be neglected and the Stern 

model for flat surfaces is sufficient to describe the formation of a double-layer.44 

For smaller pores, this is not the case. First, we look at capacitive behavior of 

cylindrical pores with a diameter of a few nanometers (mesopores) and below 

(micropores), where a double layer cannot be formed anymore (Figure 2.3). For 

small pore diameter, the formed double layer corresponds rather to a double 

cylinder capacitor with a capacitance described by:44 

 �퐶������	� = �휀��휀02�휋 �퐿
ln (�푟��푟� )

= �휀��휀02�휋 �퐿
ln ( �푟��푟� − �푑) (2.3) 

with �퐿 being the pore length, �푟�  the pore radius and �푑 = (�푟� − �푟�) the layer 

thickness (Figure 2.3a). If the pore diameter is further reduced, there is not enough 

space to form an inner cylinder. As a result, a “wire” of counter ions is 

accumulated in the center of the cylindrical pore. Therefore, the capacitance is 

determined by the size of the counter ion itself (�푎0) rather than the size difference 

of the inner and outer cylinder (Figure 2.3b):44,45 

 �퐶!��	 = �휀��휀02�휋 �퐿
ln (�푟��푎0)

 (2.4) 

In many cases, pores are not cylindrically shaped, but exhibit a more slit like 

structure. For very small slit pores, Feng et al.46 proposed a sandwich like model, 

where the two opposite pore walls are treated as electrodes with the same polarity. 

The charge of each electrode corresponds to half of the charge accumulated in the 

layer of counter ions in-between the two electrodes. This setup can be 

approximated by a combination of two parallel capacitors. leading to an overall 

pore capacitance of:46 
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 �퐶
��" = �휀��휀0
2�퐴

�푑
��"2 − �푎0
 (2.5) 

with �퐴 being the electrode area and �푑
  the distance between the pore walls 

(Figure 2.3c). 

 
Figure 2.3: Schematic representation of the double layer formation in (a) cylindrical mesopores 

(pore diameter in the range of several ions) and (b) cylindrical micropores (pore diameter in the 
range of the ion size) as well as for a slit shaped micropore (c).  

The two most important parameters for an EDLC device are the stored energy, 

defined by the capacitance �퐶 and the potential window �푈 :  

 �퐸 = 1
2 �퐶�푈² (2.6) 

and the maximum power, defined by the internal resistance �푅 of the device:15 

 �푃 = 1
4
�푈²
�푅  (2.7) 

The surface area of the electrodes and the electrochemical stability window of the 

electrode and the electrolyte limit the capacitance and the maximum potential, 

respectively. They are therefore the limiting factors for the achievable energy 

density.47  
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A conventional supercapacitor device consist of two separate electrodes (shown 

in Figure 2.1), resulting in an overall capacitance similar to two individual serial 

capacitors: 

 
1

�퐶�	(��	
= 1

�퐶−
+ 1

�퐶+
 ⟹ �퐶�	(��	 = �퐶−�퐶+�퐶− + �퐶+

 (2.8) 

where �퐶−  and �퐶+  correspond to the capacitance of negative and the positive 

electrode, respectively. In principle, there are two different possible cell setups: a 

symmetrical and an asymmetrical setup. The symmetrical cell design consisting 

of two electrodes made from the same material with the same size and capacitance. 

This leads to an overall capacitance of exactly half the value of each individual 

electrode. The potential at each electrode is half the overall cell voltage. The 

asymmetric cell setup can be achieved by using two electrodes produced from the 

same material but with different capacitance, or by using two different electrode 

materials. Because of the different capacitance of each electrode, the cell potential 

is not evenly divided between both electrodes. This can be used to adjust the 

potential at each electrode, which in some cases leads to an increase of the usable 

potential window because the cathodic and anodic stability windows are not 

necessary the same. 

The main issue of a pure EDLC is the limited energy stored in each individual 

cell. Progress in material design, cell engineering and sophisticated systems like 

hybrid devices16 can increase the capacitance of each cell, but cannot change the 

fact that a large portion of a deployable supercapacitor device not only consists 

of the active material and the electrolyte, but also needs additional components 

like the housing, electrical contacts, current collectors, etc. As a result, the active 

material can be as low as one fourth of the mass of the whole device.48  

 

2.1.2 Electrochemical flow capacitor 

The electrochemical flow capacitor (EFC) transfers the concept of a flow 

battery to supercapacitors.49 In contrast to a regular EDLC, where the electrical 

charge is stored at the electrode/electrolyte interface of two solid electrodes, the 

EFC stores its energy in charged slurry containing both, the electrode material 

and the electrolyte. To charge or discharge the slurry, it is pumped through a cell 

containing the polarized current collectors (Figure 2.4). The charge itself is stored 

in a double layer in each of the carbon particles contained in the slurry  

(Figure 2.4b).48 
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Figure 2.4: (a) Schematic representation of the setup of an EFC. The slurry (carbon-electrolyte 
mixture) is pumped through the polarized cell to charge/discharge the slurry. (b) Double-layer 

formation at each carbon particle in the slurry. Reproduced with permission from Ref.48 

© WILEY-VCH 

This setup allows the decoupling of the cell size and the stored energy, since 

the electrolyte can be charged and stored in tanks outside the actual 

supercapacitor cell. The performance of an EFC strongly depends on the 

composition of the carbon/electrolyte mixture (slurry) and the cell design itself. 

The amount of carbon in the slurry has to be high enough to guarantee a physical 

contact between the individual particles, which is necessary for the electronic 

conductivity in the slurry. On the other hand, rheological properties of the slurry 

have to be optimized for a good performance. They depend on the amount and 

type of electrolyte, but also on the shape and size distribution of the carbon 
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particles. A narrow size distribution is preferred, since it reduces the particle size 

segregation. EFCs are primarily designed for stationary applications and could be 

used for example to stabilize power grid fluctuations. First proof of concept 

experiments have been done, but no commercial products are available until 

today.48 

 

2.2 Electrochemical measurements 

A comprehensive electrochemical characterization is essential to evaluate the 

performance of an electrode material for supercapacitor applications. From 

structural parameters (specific surface area or pore size distribution) alone, it is 

not possible to derive electrochemical performance parameters (e.g. the 

capacitance). Although, it is well accepted that a higher surface area leads to an 

increase in capacitance, other relations (e.g. pore size and shape) are not fully 

understand and it is not meaningful to draw any conclusion just from structural 

parameters, especially with redox active species present.15,47,50,51 In addition, the 

performance of a supercapacitor is a system property: the use of different 

electrolytes, cell designs or scan rates can lead to different results. 

A combination of extensive electrochemical characterization with structural and 

chemical analysis can help to increase the basic understanding of the charging 

mechanisms in a supercapacitor electrode.  

 

In this chapter, the test cell setup as well as commonly used electrochemical 

measurement techniques are explained. 

 

2.2.1 Two-electrode and three-electrode setup 

A supercapacitor consists of two individual electrodes, resulting in an overall 

capacitance determined by both individual electrodes (Equation 2.8). As a result, 

the overall cell voltage is split between both electrodes (�푈+ and �푈−), depending 

on the corresponding capacitances �퐶+ and �퐶−: 

 �푈+ = �푈�	��
�퐶−�퐶+ + �퐶−

 and �푈− = �푈�	��
�퐶+�퐶− + �퐶+

 (2.9) 

Understanding the dependency of electrode potential and capacitance is 

important for the interpretation of electrochemical measurements.  
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The measurement setup for the electrochemical characterization of a 

supercapacitor can be divided into two different designs: two-electrode cell and 

three-electrode cell. In a two-electrode cell, the setup is similar to an actual device. 

With such a setup is possible to build a symmetric or asymmetric device. This 

cell design is used to evaluate the performance parameters relevant for an actual 

device. It contains two electrodes with current collectors (CCs) and a separator. 

A three-electrode cell on the other hand is used to characterize just one electrode 

because only a single electrode determines the measured signal. This setup consists 

of a working electrode (WE), a counter electrode (CE), a reference electrode (RE), 

a separator and two CCs.52 A schematic comparison of the different setups is 

shown in Figure 2.5 

 
Figure 2.5: Comparison of different cell setups: (a) (symmetric) two electrode cell to evaluate 

device performance, (b) three-electrode setup for characterizing single electrodes, (c) two-electrode 
setup with an oversized CE as a quasi-reference 

In a symmetric two-electrode cell, the potential is distributed between the two 

electrodes as described in Equation 2.9, while in a three-electrode cell the potential 

measured/applied corresponds to the potential between the WE and the RE.  

In some cases, the use of a reference electrode is impracticable or even 

impossible due to limitations of the cell design. Additionally, the use of a reference 

electrode can also lead to inaccuracies when used with aqueous electrolytes.52 

Ag/AgCl electrodes and calomel electrodes both contain a 3M KCl solutions. 

During long term measurements, a contamination of the supercapacitor electrolyte 

with KCl can occur, which can influence the electrochemical measurements. To 

overcome these drawbacks, different quasi-reference electrodes (Pt-wire or 

oversized activated carbon (AC) electrode)53 have been evaluated. It was shown 

that activated carbon materials can be used as a reliable quasi-reference for 

neutral aqueous electrolytes as well as for organic electrolytes and ionic liquids. 
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The use with electrodes containing redox active species requires a careful 

validation of the reference potential. In acidic aqueous electrolytes carbon, black 

is a better choice due to a reduced amount of surface groups compared to activated 

carbons.53,54 

When using an oversized AC as a counter electrode, depending on its size, the 

CE still influences the measurements. The applied potential and the measured 

current are not fully determined by the WE (Equation 2.9). For example: a ten 

times higher capacitance of the CE will lead to a decrease of the measured 

capacitance by ~9% compared to the real value of the WE. Also the potential 

drop at the WE will be only ~91% of the overall cell voltage. It is worth noting 

that elevated charging and discharging rates can influence the accuracy of such a 

setup even further. If the (ten times oversized) activated carbon CE would 

experience a significant capacitance drop at higher rates, the actual capacitance 

ratio of WE/CE could be changed from the initial 1/10, leading to a change of 

the measured capacitance values. Another important factor is the used electrolyte, 

which can significantly influence the measured capacitance (see Chapter 2.9). 

Therefore, the electrochemical testing should be done with the electrolyte used for 

planned applications or experiments. Additionally, the use of electrodes with low 

mass (and a low capacitance) can also increase measurement errors due to an 

increased relative contribution of parasitic effects from other parts of the cell 

(wires, etc.).15,52 

The symmetric two-electrode cell is often referred to as a full-cell setup and the 

three-electrode cell (or the two-electrode cell with an oversized CE as a quasi-

reference) is also called half-cell setup.  

 

2.2.2 Cyclic voltammetry 

Cyclic voltammetry (CV) measurements are based on the linear increase and 

decrease of the potential with a predefined scan rate, resulting in a triangular 

potential signal between an upper and lower potential limit. The resulting current 

is measured and is directly proportional to the scan rate �휈 for an ideal capacitor:55  

 �퐼 = �퐶�휈 = �퐶 �푑�푈
�푑�푡  (2.10) 

with the proportional constant �퐶  representing the capacitance of a device.  

Figure 2.6 shows a schematic potential signal as well as the corresponding 

measured current. CV measurements are usually plotted in a cyclic 
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voltammogram, where the x-axis represents the applied potential and the y-axis 

shows the corresponding measured current or capacitance (Figure 2.6c and  

Figure 2.6d).  

As shown in Equation 2.10, the measured current is proportional to the scan 

rate and the overall capacitance of the measured cell. For a better comparability 

between measurements performed with different materials at various scan rates, 

the measured current is normalized by the mass of the electrodes �푚 as well as the 

used scan rate �휈, leading to units of specific capacitance (F g-1) instead of current 

plotted on the y-axis.  

 
Figure 2.6: Applied potential during CV measurements (a) and measured current (b). Cyclic 

voltammogram (specific capacitance vs. applied potential) for cells with different capacitance (c) 

and for different scan rates (d).  

For an ideal capacitor, a CV curve is rectangular. In a real device, effects like 

internal resistance or ion diffusion usually lead to a deviation from the ideal 

rectangular shape. Besides the cell setup and material properties (curves for 

different capacitances shown in Figure 2.6c), also measurement conditions can 
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affect the shape of the CV curve. Figure 2.6d shows the influence of the scan rate 

on the shape of a of the CV curve.56 

The data evaluation from CV measurements depends on the cell design. In a 

three-electrode cell, the WE electrode alone determines the measured current. As 

a result, the specific capacitance of the electrode material   is equivalent 

to the capacitance calculated for the cell : 
  =  =  () ∆ ⋅   (2.11) 

where () is the measured current, ∆ the voltage window, and  the mass of 

the working electrode. Because of the constant scan rate, Equation 2.11 can be 

rewritten as: 

  =  ()�휈  ∆ ⋅   (2.12) 

with  ()
�휈    being the area under the CV curve. 

For a two-electrode cell, the calculated capacitance is a factor four lower 

compared to a three-electrode cell (or a two-electrode cell using an oversized CE):  

  = 4 ⋅  = 4 ⋅  () ∆ ⋅  (2.13) 

where  is the total mass of both electrodes. This can be explained by the 

fact that a symmetric cell is basically a series of two individual capacitors. From 

Equation 2.8 it can be calculated, that a series of two serial capacitors of equal 

size lead to a measured capacitance only half the value of a single capacitor. The 

additional factor 2 results from the normalization to the combined mass of both 

electrodes. This has to be considered when comparing capacitance values obtained 

from two- and three-electrode setups.15,57,58 

The measurements performed with two- and three-electrode cells can lead to 

large differences in the CV curves, especially when faradaic reactions are taking 

place. Figure 2.7 shows a the CV curves of a composition of carbon nanotubes 

with a pseudo capacitive conducting polymer (Polyaniline, PANI) measured with 

symmetrical two-electrode cell setup and a three-electrode cell using a Hg/Hg2SO4 

reference electrode. It can be clearly seen that the symmetric cell shows the typical 

rectangular shape of a supercapacitor, while the three-electrode setup shows 
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significant deviation from this ideal case. The difference can be explained by the 

fact that in the symmetric two-electrode setup the measured capacitance is similar 

to a serial combination of two individual capacitors, where the electrode with the 

smaller capacitance (Equation 2.8) limits the overall capacitance.59 

 
Figure 2.7: CV measurements of a PANI/multi-walled CNT electrode using a three-electrode cell 

(a) and a symmetric two-electrode setup (b). Both measurements were performed with a scan rate 

of 5 mV s-1. Reproduced with permission from Ref.59 © 2004 Elsevier Ltd. 

The calculation of a capacitance using a three-electrode setup (Figure 2.7a) 

would strongly depend on the voltage window and is not comparable to the values 

obtained from the symmetrical cell. As a result, the three-electrode setup is 

suitable to investigate the electrochemical behavior of a single electrode, but not 

for determining the performance of an actual device. For comparing device 

relevant performance parameters, a two-electrode cell is recommended.52 

 

2.2.3 Galvanostatic cycling 

Galvanostatic cycling is also known as chronopotentiometry or GCPL 

(galvanostatic cycling with potential limit). This measurement technique is based 

on charging and discharging a test cell with a constant current between an upper 

and lower potential limit using a constant current, while measuring the resulting 

cell voltage. For an ideal capacitor with an internal resistance �푅�  and a 

capacitance �퐶 the potential changes linear with time:57 

 �푈(�푡) = �퐼�푅� + �퐼
�퐶 �푡 (2.14) 
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resulting in a triangular shaped �푈 vs. �푡 curve shown in Figure 2.8. The sharp 

voltage drop occurring when changing from charging to discharging corresponds 

to the internal resistance �푅� of the device:57 

 �푅� = �푈��2�퐼  (2.15) 

with �푈��  being the voltage drop and I the charging/discharging current. The 

factor 2 originates from the fact that a change from charging (+�퐼) to discharging 

current (-�퐼) results in a current change of 2�퐼. 

 
Figure 2.8: Schematic representation of a chronopotentiometry experiment.  

From the slope of the curve, the capacitance can be calculated as following:58 

  = 4 ⋅  = 4 ⋅ �퐼
�푚

∆�푡
∆U (2.16) 

The relation between the capacitance measured with (symmetric) two- and 

three-electrode cells has already been explained in the Chapter 2.2.2 (Cyclic 

voltammetry).  

These calculations are only valid for an ideal linear behavior. If the measured 

curve deviates from the linear behavior (e.g. due to faradaic reactions), the 

calculated capacitance is not constant but depends on the voltage range used. 

Figure 2.9 illustrates the dependency of the calculated capacitance for a non-ideal 

system. Depending on the used potential window, the calculated slope (and 

capacitances) can differ significantly. 
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Figure 2.9: Galvanostatic cycling of a real two-electrode cell using an activated carbon as electrode 
material (a). Illustration of the different slopes in the discharging curve (b).  

In the case of a not ideally linear behavior, it is recommended to calculate the 

capacitance via the overall energy in of a device. The specific capacitance can be 

calculated from Equation 2.6 leading to:58 

 �퐶 = �퐸
�푚

1
2∆�푈2 (2.17) 

with the energy density 45 calculated from:  

 
�퐸
�푚 = �퐼

�푚∫ �푈(�푡)�푑�푡"2

"1
 (2.18) 

Two additional parameter easily obtained from chronopotentiometry 

measurements are the coulombic efficiency �휂� and the energy efficiency �휂4 . The 

coulombic efficiency represents the charge transfer ratio during charging and 

discharging, while the energy efficiency represents the ratio of energy delivered 

while discharging compared to energy needed for charging a device. �휂� can be 

calculated just from the charging time �푡� and discharging time �푡�, since they are 

directly proportional to the accumulated charge if a constant current is used:58 

 �휂� = �푄��
�ℎ��<	
�푄�ℎ��<	

= �푡��푡�
 (2.19) 

In an ideal system, coulombic efficiency and energy efficiency are identical, in a 

real system �휂4 can deviate from �휂�, especially if faradaic reactions are involved. 

Therefore, the energy efficiency should be calculated in the following way: 
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 �휂4 = �퐸��
�ℎ��<	
�퐸�ℎ��<	

 (2.20) 

In an EDLC, �휂� and �휂4 are typically above 95%.21,60,61 

 

2.2.4 Chronoamperometry 

For a chronamperometry (CA) experiment the potential at the working 

electrode is changed stepwise and the resulting current is recorded as a function 

of time. This measurement technique is well suited to study equilibrium ion 

configuration.21   

 
Figure 2.10: Chronoamperometry measurements for an EDLC using an aqueous 0.01M RbBr 

electrolyte at a positive (a) and negative (b) potential step. Reproduced with permission from 

Ref.21 © 2018, Springer Nature 

In addition to study the charging behavior of pure EDLC devices, CA can be 

used to analyze diffusion-controlled processes like redox reactions:62–64  

 �퐼(�푡) = �푛�퐹�퐴�푐√�퐷
�휋�푡 (2.21) 

with �푛 being the number of transferred electrons, �퐹  the Faraday constant, �퐴 the 

electrode area, �푐 the bulk concentration and �퐷 the diffusion coefficient. 
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2.2.5 Electrochemical impedance spectroscopy 

Electrochemical impedance spectroscopy (EIS) is a powerful tool to analyze 

(electrochemical) processes with a large range of time constants. For 

supercapacitors, this measurement technique can be used to study a broad range 

of effects: pseudo-capacitive behavior, ion diffusion characteristics, as well as 

faradaic processes in hybrid devices.65–68 

EIS measurements are based on the fact that for a small enough excitation 

signal, the measured response becomes linear (Figure 2.11). Similar to Ohm’s law, 

the potential �푈  is proportional to the current �퐼  with the impedance �푍  as a 

proportional constant:57 

 �푈 = �푍 ⋅ �퐼 (2.22) 

EIS measurements can either be voltage or current controlled. All measurements 

in this thesis were done using a voltage controlled measurement protocol with a 

low amplitude (�푈C) sinusoidal alternating signal:57,69 

 ∆�푈(�휔) = �푈C�푒FG"  (2.23) 

resulting in a measured sinusoidal current signal with the amplitude �퐼C, shifted 

by the phase angle �휑 vs. the applied potential:  

 ∆�퐼(�휔) = �퐼C�푒F(G"+I) (2.24) 

 
Figure 2.11: Schematic representation of a polarization curve with a nonlinear behavior (left). In 

a small range (right), the curve becomes linear. Therefore, a small excitation signal leads to a 

linear response.   
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Combining Equations 2.22 to 2.24 results in the complex impedance �푍(�휔) with 

�푍J	 and �푍K5 being the real and imaginary part of impedance, respectively:57,69 

 �푍(�휔) = ∆�푈(�휔)
∆�퐼(�휔) = |�푍(�휔)|�푒−FI = �푍J	 + �푗�푍K5 (2.25) 

To analyze impedance data, it is important to understand the individual 

contributions in a supercapacitor. Figure 2.12 shows the simplified equivalent 

circuit for a pure EDLC with two serial RC modules. For the pseudo capacitive 

electrode, an additional faradaic impedance �푍N������� , consisting of the charge 

transfer resistance �푅OP  and an additional (pseudo)capacitance �퐶Q
, is necessary. 

These are the simplest equivalent circuits possible without considering leakage 

current, ion diffusion processes, or any other additional contributions.57 

The interpretation of EIS measurements is not always an easy task. 

Electrochemical impedance spectroscopy is a suitable tool to find equivalent 

circuits (Figure 2.12) describing the processes taking place in a device or an 

electrode, with one major drawback: the results are not unique. It is possible to 

generate an equivalent circuit fitting the data perfectly while at the same time 

not representing any real processes occurring in the actual cell. Therefore, finding 

and developing a physics based model is a crucial part in the data analysis process.  

For data visualization two different plots are common: the Nyquist plot (�푍K5 

vs. �푍J	) and the Bode plot (|�푍(�휔)| vs. frequency).57,70 Figure 2.13 shows schematic 

Nyquist plots for different idealized capacitor types. An ideal capacitor just shows 

a vertical line, shifted by the internal resistance (Figure 2.13a). This real part of 

the impedance is also called the equivalent serial resistance (ESR), which 

originates from internal resistance of the electrode and electrolyte, wiring as well 

as contact resistance between the CC and the electrode. The equivalent circuit of 

such a system consist of only a capacitance and a resistor (Figure 2.12b). The 

equivalent circuit for an electrode also containing faradaic (pseudo-capacitive) 

contributions adds an additional parallel impedance �푍N������� (Figure 2.12c). As 

a result, the Nyquist plot shows a vertical line combined with a characteristic 

semicircle due to the faradaic reactions (Figure 2.13b). The semicircle originates 

from the parallel RC module (Figure 2.12b) of the pseudo-capacitive (faradaic) 

contributions, with the charge transfer resistance defining the radius of this 

circle.57,70 
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Figure 2.12: Schematic representation of a supercapacitor device (a) with a simple equivalent 
circuits for a pure EDLC (b) as well as an EDLC with faradaic contributions (c). In both setups, 

the serial resistance �푅� (also called equivalent serial resistance, ESR) contributes for the resistance 

of the electrolyte as well as additional serial resistance in the cell (electrode/current collector 
contact resistance, wires, etc.). Faradaic contributions lead to an additional, parallel faradaic 

impedance �푍N�������  consisting of a charge transfer resistance �푅OP   and an additional 

(pseudo)capacitance �퐶Q
  at each electrode. Additional effects like ion diffusion are not considered 

here. 

A real EDLC (Nyqusit plot schematically shown in Figure 2.13c) can deviate 

from the ideal system and therefore not be described by the previous equivalent 

circuits. The most prominent difference can be seen in the high to medium 

frequency range where, instead of a vertical line, a line with a slope of ~45° is 

present. This line is usually attributed to diffusion processes in the electrode. To 
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describe such a behavior in an equivalent circuit, an additional element is used: 

the constant phase element (CPE) �푍OR4 :57,69,71 

 �푍OR4 = 1
�푌0(�푗�휔)T (2.26) 

�푌0 is the admittance and the exponent �훼 controls the slope of the line in the 

Nyquist plot. The constant phase element can be used to describe any behavior 

between a pure resistor, with the exponent �훼 = 0, and a pure capacitance with 

�훼 = 1 . The most prominent version of a (CPE) is the so-called Warburg 

impedance (sometimes also called diffusion impedance) with �훼 = 1/2, leading to 

the characteristic 45° slope.57 

 
Figure 2.13: Schematic representation of (a) an ideal capacitor, (b) a combination of an ideal 

capacitor and an ideal pseudo-capacitance and (c) an AC based EDLC including diffusion 

contributions. 

For a better understanding of the constant phase element, an equivalent circuit 

for an activated carbon based supercapacitor is shown in Figure 2.14. The left 

part shows a circuit as for the ideal EDLC, the right part is called a finite vertical 

ladder network. Each RC combination has a different time constant �휏 , with an 

increasing value from bottom to top. This results in an asynchronous charging of 

each capacitance in the system, leading to the characteristic Warburg region (45° 

slope) in the Nyquist plot. The finite ladder network can be used to model an 

activated carbon electrode, with each RC combination describing a set of pores 

with similar charging behavior. While dimensions of the pores and the time 

constant are related, it is not possible quantitatively relate them. The transition 
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frequency separating the Warburg region and the capacitive region is called knee 

frequency.72 

 

 
Figure 2.14: Equivalent circuit for a typical activated carbon based EDLC, representing the 

behavior shown in Figure 2.13c. 

In addition to the frequency, a resistance associated with this transition change 

can be defined: the so-called equivalent distribution resistance (EDR).73,74 As a 

result, a supercapacitor can be described by a nearly ideal capacitance and an 

ESR, which is increased by the EDR at lower frequencies (Figure 2.13c). The 

capacitance and resistance decrease with increasing frequencies, described by the 

slope of the CPE (45° for a Warburg element), can be explained by a limitation 

of the accessible electrode area at higher frequencies. This effect can be caused by 

a (slow) diffusion of the ions in the porous electrode. The pore system of the 

electrode material can strongly influence the Warburg region and therefore the 

value of the EDR. This will be also discussed in Chapter 4. As a rule of thumb, 

an increase in pore length and a decrease of pore diameter of a cylindrical pore 

will lead to a higher EDR value.70,75 The length and radius are not the only pore 

parameters influencing the Warburg region. Keiser et al.76 have shown that the 

shape of the pore can influence the slope of the Warburg region (Figure 2.15).70,76 
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Figure 2.15: Influence of the pore shape on the behavior of the Warburg region in a Nyquist plot. 

Reproduced with permission from Ref.70 © John Wiley and Sons 

Using equivalent circuits is not the only approach to analyze impedance data. 

Alternatively, the investigated device can be treated as a single component with 

the capacitance being a complex quantity with the real part �퐶J	(�휔):69,77 
 �퐶J	(�휔) = −�푍K5(�휔)

�휔|�푍(�휔)|2  (2.27) 

and the imaginary part �퐶K5(�휔): 
 �퐶K5(�휔) = �푍J	(�휔)

�휔|�푍(�휔)|2 (2.28) 

combined to the overall capacitance �퐶 

 �퐶 = �퐶J	 − �푗�퐶K5 (2.29) 

Both, the imaginary and the real part of the capacitance are usually plotted 

against the frequency (Figure 2.16). From these curves the knee frequency �푓Z�		 
can reliably be determined. The �퐶K5 vs. frequency curve shows a maximum at 

the knee frequency, in the �퐶J	  vs. frequency curve. The knee frequency also 

corresponds to the frequency where �퐶J	  is reduced to half the value at low 

frequencies. The corresponding time constant �휏0 = 1/�푓Z�		 is called the dielectric 

relaxation time.69 

By separating the capacitance into a real and an imaginary part, it is also 

possible to distinguish between stored and dissipated energy in the system, which 
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is basically equivalent to a separation in a capacitive and a resistive behavior. 

While �퐶J	 represents the “real” capacitance of the system, �퐶K5 corresponds to 

the dissipated energy. As a result, �푓Z�		  represents the frequency where the 

coulombic efficiency reaches 50%. �퐶J	 measured at low frequencies is similar to 

values obtained from chronopotentiometry.57,69 

As an example, EIS measurements can be used to evaluate the influence of 

solvents on the power delivery of a supercapacitor device. Figure 2.16 shows the 

real and imaginary part of two supercapacitor cells using activated carbon 

electrodes and two different organic solvents (propylene carbonate (PC) and 

acetonitrile (AN) with NET4BF4). It can clearly be seen that compared to the cell 

using PC, the AN containing cell shows a higher �퐶J	 value (at a given frequency), 

as well as a shorter �휏0 . As a result the AN containing cell exhibits a higher 

maximum power. This can be explained by the better ionic conductivity in the 

AN solution.69 

 
Figure 2.16: Real (a) and imaginary (b) capacitance vs. frequency for supercapacitors using AN 
and PC as a solvent. The PC based EDLC has a nearly five times higher relaxation constant �휏0 
(PC: 48 s; AN: 10 s). Reproduced with permission from Ref.69 Copyright 2003, The 
Electrochemical Society. 

 

2.3 Scattering 

In a scattering experiment, the scattered intensity is recorded as a function of 

the length of the scattering angle  (Figure 2.17). All experiments in this thesis 

were done using X-rays, but neutron are an often-used alternative.  

The primary X-ray beam can be scattered by the electrons in the sample in two 

different ways: elastically or inelastically. An inelastic scattering event involves 

an energy transfer between the photon and the sample. As a result, the energy of 

the scattered photon is different from the incident photon and has no fixed phase 
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relation leading to an incoherent background when a scattering experiment is 

performed. In an elastic scattering process on the other hand no energy is 

transferred from the photon, but a momentum transfer changes its direction 

(Figure 2.17), leading to:78,79 

  ℏ�푞 ⃗= ℏ(�푘
�൰⃗⃗⃗ ⃗⃗⃗ − �푘0�൰⃗⃗⃗ ⃗⃗⃗) ⟶ �푞 ⃗= �푘
�൰⃗⃗⃗ ⃗⃗⃗ − �푘0�൰⃗⃗⃗ ⃗⃗⃗ (2.30) 

with �푞 ⃗being the scattering vector and �푘
�൰⃗⃗⃗ ⃗⃗⃗ and �푘0�൰⃗⃗⃗ ⃗⃗⃗ being the wavevectors of the 

scattered wave and the primary wave, respectively. The energy of the scattered 

wave is similar to the energy of the primary beam, therefore, the magnitude of 

the scattered wavevector and the primary beam are equal:  

 ∣�푘
�൰⃗⃗⃗ ⃗⃗⃗∣ = ∣�푘0�൰⃗⃗⃗ ⃗⃗⃗∣ = 2�휋
�휆  (2.31) 

with �휆 being the X-ray wavelength. The relation between the scattering angle and 

the length of the scattering vector �푞 is given by (Figure 2.17):80,81 

 |�푞|⃗ = �푞 = 4�휋
�휆 sin (�휃) (2.32) 

 
Figure 2.17: Schematic representation of the scattering process and a 2D detector image. 

 

2.4 Absorption of X-rays 

When an X-ray photon is absorbed by an atom in the sample, its energy is 

transferred to the atom by changing the electronic state of the atom. This can 

lead to different effects: the emission of photoelectrons or Auger electrons as well 
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as the emission of a fluorescence photon. These effects will not be discussed here, 

only a short description of fluorescence will be given later. The transmitted 

intensity (primary intensity - absorbed intensity) depends on the sample (in 

particular on the number of electrons) itself as well as the energy of the incident 

X-ray beam and follows Lambert-Beers law:78 

 �퐼(�푥,�퐸) = �퐼0�푒−j(4)k (2.33) 

with �퐼0 being the intensity of the primary X-ray beam, �퐸 being the energy of the 

primary beam, �휇(�퐸) being the energy depended attenuation coefficient and �푥 the 

sample thickness. The absorption drastically increases when the energy of primary 

X-ray reaches an absorption edge. 

 

2.5 Small-angle X-ray scattering 

Small-angle X-ray scattering (SAXS) is a well-established method (based on 

elastic scattering of photons) to study particular systems as well as structural 

details of porous materials on the micro- and mesopore length scale. The 

description of small-angle X-ray scattering will be done in a very compact form, 

since this method and the underlying principles have been described in detail in 

previous theses written at the Institute of Physics.38–40  

 

2.5.1 Particle scattering 

The principles of SAXS will be explained assuming a diluted system of particles 

with no interaction between those particles. This is basically a two-phase system 

containing particles (phase 1) and the surrounding phase (e.g. a solvent). 

In a SAXS experiment, the scattered intensity is measured as a function of the 

scattering vector at small angles. Using the scattering vector length instead of the 

scattering angle is advantageous especially when measurements are performed at 

different energies. The intensity measured with SAXS can be written as:78 

 () ∝ ()()∗() (2.34) 

where () is the structure factor,  is the number density of particles in the 

sample, () and ∗() are the scattering amplitude and its complex conjugate 

of one isolated particle, respectively. The scattering intensity is proportional to 

the Fourier transform of the electron density distribution �휌(�푟)in the sample.78,80,82 
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The structure factor depends on particle interactions and the distribution function 

of the particles. For diluted systems with no particle interactions, ()  is 

approximately 1 and does not have to be considered.83 For a simple system of 

particles with a constant electron density in a solution, ()∗() is a function 

of the electron density difference: 

 () = ()∗() ∝ ∆ (2.35) 

where ∆ = ( − ) is the squared electron density difference and () is the form factor of a single particle, which is determined by the size and 

shape of the particle. () has been calculated for a variety of different particle 

shapes.82,83   

The use of SAXS is not limited to a system of diluted particles. If the particles 

are not diluted, the structure factor () is not necessarily 1, but depends, as the 

name already suggests, on the structure of the analyzed samples. Depending on 

the structure, the separation in a structure factor and a form factor might not be 

valid. A short description of the scattering contributions of a hierarchical carbon 

material with (ideal) hexagonally ordered mesopore structure (used in this thesis) 

will be given here: 

First, we look at a hexagonally ordered system of dense carbon nanorods. For 

such a system the separation of the intensity into a structure factor and a form 

factor is valid. The structure factor of a perfect hexagonal 2D lattice spherically 

averaged (i.e. powder samples) can be written as:84 

 �푆(�푞) = 1
�푞2 ∑ �푀ℎZ�푆ℎZ(�푞)

ℎZ
 (2.36) 

with �푀ℎZ being the multiplicity factor and �푆ℎZ being a delta function at the peak 

positions (depending on the lattice type and lattice parameter). The form factor 

of a nanorod can be approximated by the form factor of an ideal (infinitely long) 
cylinder �푃(�푞)������	� = (�퐹(�푞)������	�)2 with:85 

 �퐹(�푞)������	� = 2�퐽1(�푞�푅)
�푞�푅  (2.37) 

with �푅 being the cylinder radius and �퐽1 the Bessel function of first kind and 

order zero. In such a system, the scattering contrast is given by the electron 

density difference between the mesopores (void space) and the average electron 

density of the nanorods (again a two-phase system). The carbon nanorods are not 

a dense material with a uniform electron density distribution, but consist of a 
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(micro)porous structure. Therefore, an additional scattering contribution has to 

be taken into account.  

 

2.5.2 SAXS on non-particular systems 

For the microporous carbon material the separation into a form factor and a 

structure factor is not necessarily valid, if the pore structure is described as a 

percolating network instead of individual particles. The porous carbon nanorod 

again can be treated as an ideal two-phase system containing only pores (phase 1) 

and carbon matrix (phase 2), leading to a generalized scattering intensity of:82,86 

 �퐼(�푞) = �푉 (1 − �휑)�휑(∆�휌)2 ∫ 4�휋�푟2�훾0(�푟) sin(�푞�푟)
�푞�푟 �푑�푟∞

0
 (2.38) 

with the total volume �푉 , the porosity �휑, the scattering contrast (∆�휌)2, and the 

correlation function �훾0(�푟) . With an incoherent approximation, the scattering 

curve of the hexagonally ordered carbon nanorods represents a superposition of 

the microporous structure inside the rods and hexagonally ordered cylinders 

(Figure 2.18). There is also a third hierarchy level: the macropores between the 

carbon struts (see Chapter 4). This macropore system is responsible for the 

increasing intensity at low q-values. The concept of a superposition of the 

individual contributions is only valid if the incoherent approximation holds.  

 
Figure 2.18: Schematic representation of the scattering pattern of ordered mesopore structures. 

Complementary structures exhibit the same scattering from the ordered structure. The scattering 
originating from the micropores on the other hand is different for the two ordered mesoporous 

sample types used in this thesis.  
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The samples investigated in this thesis have two inverse structures: the above 

explained carbon nanorods on a hexagonal lattice and a material with cylindrical 

pores on a hexagonal lattice (see Chapter 2.12). According to Babinet’s principle 

(scattering pattern is not changed when contrast is inverted), those structures 

have the same scattering pattern (Figure 2.18).87 As seen later, this is not entirely 

true because of the different micropore structure (see Chapter 4). 

Obtaining accurate structural information from SAXS data can be challenging. 

Different approaches have been proposed to create a real space model from fitting 

the measured SAXS data.88,89 

 

Another, more general approach is the use of so-called integral parameters, 

directly calculated from the measured SAXS curve. The most prominent is the 

integrated intensity. For a two-phase system the integrated intensity  is a 

function of the irradiated volume , the porosity  and the scattering contrast ∆:82 

  =  () = 2(1 − )(∆)
  (2.39) 

The integrated intensity is not influenced by the shape or size of the pores, despite 

the fact that the intensity () strongly depends on these structural parameter. 

For a system of diluted (dense) particles the invariant only depends on the 

scattering contrast and the particle volume   in the sample  

( = 2(∆)).82  

For an ideal two-phase system (porous material) with sharp interfaces the 

scattering intensity  decays, for large values of the scattering vector length q, 

according to Porod’s law:82  

  =  (2.40) 

where the Porod constant  is related to the samples surface area:82,90 

  = 2(∆) (2.41) 

From the integrated intensity  (Equation 2.39) and the Porod constant  it is 

possible to calculate the surface area  per irradiate sample volume  as following: 

 
 ̃
�푃 = 22(1 − )(∆)22(∆)2 = (1 − ) �푉

�푆  (2.42) 
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leading to 

 
 = (1 − )  (2.43) 

This is only valid for a simple two-phase system with a sharp surface and a 

uniform electron density in each phase. A deviation from these ideal conditions 

can lead to a deviation from the  decrease of the scattering intensity,91,92 which 

is often observed for carbon materials.91,93,94 This is also the case for the samples 

investigated in this thesis. The deviation from the ideal behavior may be explained 

by scattering contributions from density fluctuations in the carbon matrix, leading 

to an overall scattering intensity:95  

  =  +  +  (2.44) 

where  represents the scattering of the porous system,  the contribution 

of the density fluctuations in the carbon matrix, and C a constant background. 

Before a detailed data analysis of the pore contribution can be performed, the 
fluctuation contribution has to be evaluated. In Ref.94 the fluctuation term  
was expressed by: 

 () = (18 + )(9 + )²  (2.45) 

where l is the lateral correlation length of the carbon layers and B scales with the 

density fluctuations. For large values of q (�푞�푙 ≫ 1) Equation 2.45 simplifies to () =  leading, together with Equation 2.44, to a modified asymptotic 

behavior of the SAXS intensity94,96,97 

 () =  +  +  (2.46) 

After determining and subtracting these contributions, the scattering curves are 

treated as an ideal two-phase system. 

 

In addition to the evaluation of the surface area, it is also possible to calculate 

average structural parameters of the material from integral parameters, e.g. the 

Porod length . This parameter represents the average chord length of the two-

phase system:90,98 
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  = 4 = 4(1 − )  (2.47) 

Another integral parameter is the so-called correlation length. The correlation 

length �푙� represents the weight average of the chord length (�푙0 to �푙�, Figure 2.19) 

through all points in all directions and is calculated by:82 

 �푙� = �푙2̅̅ ̅̅ ̅
�푙 ̅ = �휋 ∫ ()∞

0
 (2.48) 

 
Figure 2.19: Schematic representation of the chord length in a two-phase system 

 

2.6 Anomalous small-angle X-ray scattering (ASAXS) 

SAXS is a well-established technique to study structural parameters of porous 

materials.89,96,97,99 In situ SAXS has also been used to analyze ion movement in 

operating supercapacitor cells, leading to a better understanding of local ion 

rearrangement and de-solvation processes.20,34 However, SAXS has a major 

drawback: for non-two-phase systems it is not easily possible to determine the 

scattering contribution of individual components in the sample because the 

measured intensity is always the sum of all components in the irradiated volume. 

For a simple two-phase system, this is not an issue, but for such a complex setup 

like a supercapacitor, containing the electrode material, two different types of ions 

as well as an aqueous or organic solvent, it is difficult to assign measured changes 

to certain components. In most experiments, the electrode material can be treated 
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as constant due to the small changes occurring during the charging and 

discharging process. The combination of SAXS experiments and simulations as 

well as contrast variation experiments can help to (at least partly) distinguish 

between changes caused by individual ion types. In a contrast variation 

experiment the scattering contrast between the individual phases in the 

multiphase supercapacitor device is changed. In a system with a defined electrode 

material and solvent, this can be achieved by exchanging ion species in the 

electrolyte. By using NaCl and CsCl, the number of electrons (Na+: 10, Cs+: 54) 

and therefore the scattering contrast of the cation changes, while the anion (Cl) 

is not changed. Comparing the scattering experiments of these two systems can 

now help to identify the contribution of each ion species.20,21,34 In an in situ 

experiment it is important that these contrast changes do not influence the 

behavior of the system. Therefore, this approach is only valid under the 

assumption that the hydrated Cs+ and Na+ ions behave similar during charging 

and discharging. Using anomalous small-angle X-ray scattering (ASAXS) can 

overcome this drawback. While SAXS experiments are done at a fixed X-ray 

energy (resulting in a fixed scattering contrast), ASAXS is based on the fact that 

the atomic scattering factor  of an atom (or an ion) is a complex function which 

strongly changes in the vicinity of its absorption edge. Performing SAXS 

experiments at different energies near the absorption edge of an element in the 

sample consequently changes the scattering contribution of this element.  

 

Generally, the scattering factor () (the scattering factor also depends on the 

scattering vector: (, ), for SAXS it is approximately independent from q) of 

an atom is composed of an energy independent (also called non-resonant) term , 

as well as the real (()) and imaginary part (′′()) of the energy dependent 

term:82,100 

 () =  + () + ′′() (2.49) 

The non-resonant term  corresponds to the atomic number of the element (for 

SAXS experiments) and the imaginary part ′′ is proportional to the absorption 

cross section. Therefore, ′′  can be calculated from the linear attenuation 

coefficient () and the atomic weight :100 

 ′′() = 14 

ℏ  () (2.50) 
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′  and ′′  are not independent from each other but are linked via the Kramers-

Kronig relation:100 

 ′() = 2  ′′′() − ′ ′
  (2.51) 

These energy dependent values are tabulated for all elements.101,102 Figure 2.20a 

shows the change of the real and imaginary part of the scattering factor (in units 

of electrons) as a function of the photon energy for Rb.  

 
Figure 2.20: (a) Real ′ and imaginary part ′′ of the scattering factor of Rb103 as a function of 

the X-ray energy. (b) Change of the electron density contrast between a particle composed of the 
resonant element and a matrix (e.g. Carbon, no absorption edge between 8000 eV and 15200 eV) 

measured far away and directly at the absorption edge. 

When performing scattering experiments at different photon energies, the 

effective number of electrons of the resonant element changes, leading to a change 

of the effective electron density. As a result, the scattering contrast between a 

particle composed of (or containing) the resonant element and an unaffected 

matrix (no absorption edge in the measured range) changes (Figure 2.20b). 
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Therefore, scattering experiments performed at different energies near the 

absorption edge correspond to a contrast variation experiment. 

The changes of the scattering factor lead to an energy depending scattering 

length density profile (, ), which is also a complex function composed of the 

energy independent term ()  and the number density distribution of the 

resonant species �휈():100,104 
 (, ) = () + �휈()[() + ()] (2.52) 

with  being the electron radius. As a result of the energy dependent scattering 

length density, the scattering amplitude ()  contains a non-resonant 

contribution () as well as a resonant part (): 
 () = () + () (2.53) 

with the resonant contribution being a complex function:100,105 

 () = [() + ′′()]() (2.54) 

By combining Equations 2.34, 2.53, and 2.54, the overall measured intensity () near the absorption edge can therefore be written as:100 

 () = () + 2()()() + (() + ())() (2.55) 

() represents the non-resonant scattering intensity, similar to the intensity 

measured with SAXS experiments away from the absorption edge. The cross term  ()() is a combination of both, the resonant and the non-resonant scattering 

amplitude. The resonant scattering intensity () contains only information 

about the resonant element in the system. This resonant intensity corresponds to 

an experiment where only resonant elements are “visible” to the X-ray beam. 

Therefore, () contains the information about the spatial distribution of just 

the resonant species in the sample. As a result, ASAXS is a powerful tool to 

investigate the spatial distribution of individual elements in a variety of systems 

(soft matter, glass, metals).106–110  

To perform ASAXS measurements the energy of the primary X-ray beam has 

to be varied with high precision during the experiment. Therefore, these 

experiments can only be performed at specialized beamlines (e.g. ID02 at the 

ESRF in Grenoble). 

 



 

Fundamentals 

 

40 

 

2.6.1 Data evaluation 

As shown in Equation 2.55, the measured intensity in an ASAXS experiment 

at a certain energy contains the sum of a resonant term, a non-resonant term and 

a cross term. Having measured ASAXS data for at least three different energies, 

the separation into these three terms can be achieved by two methods: solving a 

set of linear equations or performing a quadratic fit.111  

 

System of linear equations: A set of �푛 measurements at different energies 

results in a set of linear equations from Equation 2.55:104,111 

1 2′() (() + ())⋮ ⋮ ⋮1 2′() (() + ()) ∙  ²()()()²()  = (, )⋮( , ) (2.56) 
 

By solving this set of linear equations for all measured qi-values, the cross term ()(), the non-resonant ² and the resonant ² scattering intensities can 

be obtained (Figure 2.21).  

 
Figure 2.21: (a) Non-resonant (black), cross term (blue), resonant (red) scattering curves obtained 

from the solution of Equation 2.56 as well as the measured scattering curve (green). (b) Non-

resonant and resonant scattering curves normalized to 1 at low q. 

 

Quadratic fit: Ballauff and Jusufi112 have proposed an alternative approach to 

extract the resonant scattering contribution from measurements below (but near) 

an absorption edge. In this region the value of ′′ is usually considerably smaller 

as compared to ′ and therefore, Equation 2.55 simplifies to:  
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() ≈ () + 2()()() + ()()= ()+()()

 
(2.57) 

This is only valid for measurements close to the absorption edge (Figure 2.20a). 

To separate the non-resonant and resonant contributions, a quadratic fit of 

Equation 2.57 to the measured intensities is performed for each measured q value 

separately. As shown in Figure 2.22 the scattering curves obtained by this method 

lead to essentially the same result for the resonant scattering as Equation 2.56.  

 
Figure 2.22: Comparison of the resonant scattering curve obtained from the quadratic fit using 
Equation 2.57 (red line) and from solving Equation 2.56 (dashed black line). 

 

2.7 Fluorescence 

If a photon has enough energy to remove an electron from an inner shell (e.g. 

K-shell), an electron from an outer shell (e.g. L-shell) fills the hole and a photon 

with the same energy as the energy difference between the two states is emitted 

(Figure 2.23).78 The fact that the orbitals of different elements have characteristic 

energy levels results in element specific photon energies for the emitted 

fluorescence radiation. Because the incoming photon needs enough energy to kick 

out an electron, fluorescence radiation only occurs when the photon energy of the 

primary X-ray beam exceeds the energy of the absorption edge. The intensity of 

the fluorescence radiation reaches a maximum directly at the absorption edge and 

decreases with increasing energy of the primary beam.  
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Figure 2.23: Schematic representation of producing fluorescence radiation 

Fluorescence radiation leads to a constant (i.e. q-independent, but energy 

dependent) background when performing scattering experiments directly above 

the absorption edge. Since the energy width of the X-ray beam at a typical ASAXS 

beamline is not infinitely small, measurements performed very close to the 

absorption edge can lead to energy dependent fluorescence contributions. The 

presence of elements with an absorption edge somewhat lower than the 

investigated element can lead to the same issue (see Figure 6.2 in Chapter 6). The 

fluorescence background has to be considered when performing ASAXS data 

analysis.104,106 

Besides these negative effects on the ASAXS experiments, the fluorescence 

radiation can be used to analyze ion concentration changes in a working 

supercapacitor (see Chapter 6). 

 

2.8 Specific surface area and pore size distribution 

The specific surface area (SSA), the pore size distribution (PSD) and the pore 

shape play an important role in the charge storage process. The specific surface 

area and the pore size distribution are usually determined from gas (ad)sorption 

analysis (GSA) measurement, but can also be calculated from small-angle 

scattering measurements. The use of SAXS to determine the SSA is explained in 

more detail in Chapter 4.  

In a GSA experiment, the adsorbed amount of a probing gas is measured as a 

function of the relative pressure at a fixed temperature. The data obtained from 

such a measurement is called a gas (ad)sorption isotherm (Figure 2.24a). To 

calculate the specific surface area from a gas adsorption isotherm, different models 

are available. The Brunauer-Emmett-Teller (BET)113 model and methods based 

on density functional theory (DFT) are widely used. DFT methods can also be 

used to calculate the pore size distribution (Figure 2.24b) from an adsorption 

isotherm. Both techniques are usually implemented in commercial software 
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packages. A detailed explanation and comparison of measurement techniques and 

data evaluation methods is not be part of this thesis and can be found 

elsewhere.114–117 

 
Figure 2.24: (a) N2 isotherm of a micro- and mesoporous carbon powder. (b) Pore size distribution 
calculated with DFT (HS-NLDFT) from the N2 isotherm shown in (a).  

 To be comparable to literature, in this thesis the IUPAC classification for 

different pore sizes is used, which defines three (size)classes of pores:114 

 Micropores: pore size < 2 nm 

 Mesopores: 2 nm ≤ pore size < 50 nm 

 Macropores: pore size > 50 nm 

Micropores can be further divided into ultramicropores (<0.7 nm) and 

supermicropores (0.7-2 nm). This classification is not arbitrary, but based on the 

different mechanisms occurring during adsorption of N2 (a common probing gas 

used for GSA measurements).  In macropores, multilayer adsorption is the 

dominant effect. Mesopores are classified by the size range in which capillary 

condensation is taking place, and in micropores the filling is continuously. The 

threshold between ultra- and supermicropores is twice the thickness of an 

adsorbed N2 monolayer (0.354 nm).118 

 

It should be mentioned that the BET is not suitable to calculate the SSA of 

microporous carbon materials because of its general overestimation of the SSA for 

such materials,114,115 instead the use of DFT methods is suggested.116,119 It has been 

shown that, depending on the used evaluation method, surface area normalized 

capacitance values show a different behavior. In Figure 2.25 the surface area 

normalized capacitance is shown as a function of the average pore size for different 
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materials in an organic electrolyte. Here a clear difference can be seen for the data 

obtained from BET and from DFT methods. BET-area normalized capacitance 

values show an anomalous increase with decreasing pore size, while DFT-area 

normalized capacitance values show no pronounced anomalous behavior.120,121 

 
Figure 2.25: Area normalized capacitance value, using BET (a) and DFT (b) method for surface 
determination, as a function of the average pore size. Reproduced with permission from Ref.120 © 

2016 Elsevier B.V. 

 

2.9 Electrolytes used in supercapacitors 

The electrolyte plays an important role in terms of electrochemical performance 

(e.g. capacitance, maximum power output, capacitance at high scan rates, etc.) 

of a supercapacitor. The ionic conductivity and the electrochemical stability 

window are important parameters influencing the specific power and energy, 

respectively. A high ionic conductivity reduces the internal resistance of a device 

and, according to Equation 2.7, the specific power will increase. The specific 

energy increases quadratic with the voltage window (Equation 2.6), therefore, 

electrolytes with a wide stability window are of major interest for the development 

of high energy EDLCs. Besides the stability window and the internal resistance, 

also parameters like the ion concentration and viscosity influence the performance 

of a supercapacitor.42 Toxicity, environmental friendliness, availability, and cost 

are not performance relevant but should also kept in mind when choosing an 

electrolyte for a given application. In addition to the performance determining 

parameters of the electrode and electrolyte, also the stability of the non-active 
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components (current collector, separator and housing) in a device have to be taken 

into account. The used current collector for instance needs to be stable in the 

electrolyte, otherwise corrosion will lead eventually to device failure.  

In Li-ion batteries, the electrolyte is also responsible for creating the solid-

electrolyte interphase at the surface of the electrode, which limits potential 

electrolyte candidates. In an EDLC, such an interphase is not needed and 

therefore the range of possible electrolytes is wider than for Li-ion batteries.22  

For supercapacitor applications there are three types of liquid electrolytes 

available: dissolved salts in aqueous and organic solvents, as well as ionic liquids.  

In addition to the aqueous electrolytes, also solid-state electrolytes can be used.123 

Each type has individual properties and is used for different applications. 

 

2.9.1 Aqueous electrolytes 

The big advantage of aqueous electrolytes is the high ionic conductivity, 

especially for acidic and alkaline electrolytes. Therefore, they are best suited for 

high power applications.15 Salts used in aqueous electrolytes usually have small 

ions that can access smaller pores in the electrode, which leads to higher 

capacitance. Additionally, aqueous electrolytes are mostly non-toxic, 

environmentally friendly, easy to handle and cost efficient. Their main drawback 

is that the usable potential window is limited by the decomposition voltage of 

water (1.23 V). As a result, EDLCs using aqueous electrolytes only have a limited 

energy density. Overpotential (electrolyte decomposition-potential is shifted) can 

increase the usable voltage window: With optimized materials and cell setup, 

potential windows of 1.6 V for acidic (H2SO4) and up to 2 V using neutral 

electrolytes were reported.15 With the resulting increased energy density, EDLCs 

using aqueous electrolytes could substitute devices with organic solvents.22,42 

Aqueous electrolytes have been used for all experiments in this thesis.  

 

2.9.2 Organic electrolytes 

The higher stability window of organic electrolytes leads to a drastic increase 

of energy density compared to aqueous electrolytes (Equation 2.6). Organic 

electrolytes are the most used electrolyte type in commercial devices. Their major 

drawback is the reduced ionic conductivity, leading to a higher internal resistance 

and limiting the maximal power. In addition, flammability and toxicity are other 

possible disadvantages of this electrolyte type.22 Propylene carbonate (PC) and 
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acetonitrile (AN) are two widely used organic solvents for EDLCs. PC is less toxic 

and has a higher flashpoint than AN, with the disadvantage of a lower ionic 

conductivity and a stronger temperature dependence of the conductivity. AN has 

an increased conductivity and therefore a higher maximum power. Besides that, 

also the performance at low temperatures is better.15  

Organic electrolytes are usually more expensive than aqueous electrolytes, 

partly because of the purification and removal of water. A water content below 

5 ppm is needed to guarantee a high usable potential window without degradation 

of the electrolyte. One of the most commonly used salts in organic electrolytes is 

tetraethylammonium tetrafluoroborate (TEA-BF4). The size of the bare and 

solvated TEA+ and BF4
- are both larger than typical ions used in aqueous 

electrolytes, resulting in the inaccessibility of small micropores, which leads to a 

reduced capacitance (Figure 2.26).15,124 

 
Figure 2.26: Specific capacitance vs. specific pore volume for pores smaller than 0.7-0.8 nm 

(calculated from CO2 adsorption isotherms) using an aqueous (1M H2SO4) and an organic 
electrolyte (1M TEA-BF4 in AN). With an increase of the volume of very small pores, the 

capacitance difference gets more pronounced because of the size difference of the used ions. 
Reproduced with permission from Ref.15 © WILEY-VCH  

 

2.9.3 Ionic liquids 

Ionic liquids (ILs) are molten salts, which are liquid at room temperature. They 

have a high electrochemical stability window, leading to a high energy density. 

ILs typically suffer from a low ionic conductivity at room temperature. Because 

they have a very low vapor pressure and are badly flammable, ionic liquids are 
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considered safer than organic electrolytes. These properties, combined with the 

increasing ionic conductivity at elevated temperatures, results in a system ideal 

for high temperature applications.15  

In contrast to salt solutions, ions in an IL do not have a solvation shell, leading 

to a well-defined size of each ion species in the system. These ions on the other 

hand are substantially larger than ions used in aqueous electrolytes, which 

influences the accessibility of micropores. The thickness of the double-layer in 

ionic liquid-based EDLCs was found to be in the range of the size of one ion. 

Therefore, the Helmholtz model describes the formation of the double-layer in this 

electrolyte type quite well.42 

The two mainly used ionic liquids are imidazolium- and pyrrolidinium-based, 

with imidazolium having a higher ionic conductivity and pyrrolidinium having a 

higher potential window. To get a new electrolyte with properties tailored for a 

specific requirement, mixtures of individual molten salts, or even a combination 

with organic solvents can be used.15 Due to the larger ion size, not the entire 

surface area of the commonly used mainly microporous activated carbon materials 

can be accessed by the ions. As a result, AC materials are not well suited to be 

used with ionic liquids. Therefore, to exploit the full potential of this electrolyte 

type, the material has to be tailored to the used electrolyte.15,42  

 

2.10 Confinement effects 

2.10.1 Ion desolvation 

To produce aqueous and organic electrolytes, salts are dissolved in a solvent 

(water or organic solvent). Around each ion, there is a densified layer of solvent 

molecules, called a solvation shell. This solvation shell will lead to an increased 

effective size of the ion.125 As a result, this can prevent the ions from entering 

pores that would be accessible for the bare ions, but are essentially smaller than 

the ion including the solvation shell. Nevertheless, it was shown that ions can 

anyway enter, to a certain extent, pores smaller than their solvated size, leading 

to the conclusion that ions can lose (at least in parts) their solvation shell.126 The 

partial removal is not limited to small pores but can also be observed in pores 

bigger than the hydrated ion size. The local ion rearrangement during charging 

can cause the ions to approach the pore wall and cause the removal of solvent 

molecules from the solvation shell.34 
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2.10.2 Solvents in confinement 

The performance of an EDLC is strongly linked to different solvent parameters. 

The capacitance for instance depends on the dielectric constant of the solvent 

(Equations 2.1 and 2.3 to 2.5). It is known that there are certain changes of 

solvent parameters in a confined system: The freezing temperature of water, as 

well as the eutectic temperature of a salt water mixture is shifted to lower 

temperatures in porous materials.24 Molecular dynamics simulations revealed that 

also the mobility of water can be reduced by confinement effects in carbon.127 

Even a parameter like the dielectric constant of water is different when it is 

confined in a microporous material. A reduction of the dielectric constant of water 

by nearly 50% in a 1.2 nm pore was caqlculated.128 As a result, the capacitance 

and therefore the energy density of an EDLC device can be strongly influenced 

by confinement effects when microporous materials are used as an electrode. 

 

2.10.3 Ion sieving 

Figure 2.26 shows that the larger ions and solvation shell in organic electrolytes 

can lead to a reduced capacitance when electrodes with small micropores 

(activated carbons) are used together with organic electrolytes. A similar effect 

can be observed using anions and cations with noticeable different ion sizes. A 

bigger ion cannot enter certain pores, leading to a capacitance difference for 

positive and negative potentials. This has been demonstrated using electrode 

materials with a well defined uniform pore size distribution (carbon molecular 

sieves).129–131 The ion sieving phenomena can be observed when comparing cyclic 

voltammetry using electrolytes containing monovalent and divalent cations.129 In 

Figure 2.27 it is shown that the specific capacitance drastically drops in the cation 

adsorption regime (negative potential) when changing from monovalent to 

divalent (CaCl2) cations. This results from the fact that the bigger divalent cations 

cannot access the pores and therefore, allowing the separation of different ion 

species. This effect can be used for capacitive water deionization, where it is 

beneficial to selectively extract different ion types.129,132–134 
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Figure 2.27: Cyclic voltammogram of a carbon molecular ion sieve with micropores mostly smaller 

than 0.48 nm. Capacitance drop for cation adsorption section when changing from electrolytes 

with monovalent cations (KCL, NaCl, LiCl) to a divalent cation (CaCl2). Reproduced with 
permission from Ref.129 © 2007 Elsevier Inc. 

 

2.11 Materials for supercapacitor electrodes 

For EDLC electrodes, a wide range of possible materials is available. Carbon is 

used for most electrodes, the difference is mainly the (pore)structure and surface 

chemistry. For hybrid systems and electrodes with pseudo-capacitive behavior 

(see Chapter 2.14) also other materials, such as transition metal oxides and 

conductive polymers play an important role.  

Carbon based materials have a reasonable thermal and electrical conductivity. 

Their production, depending on the type of material, is usually cost efficient and 

they are widely available in large amounts. They are non-toxic and 

environmentally friendly and can be produced as a highly porous material with a 

large specific surface area. A high SSA is beneficial for the electrochemical 

performance, since the capacitance principally scales with the surface area of the 

electrode (Equation 2.1). Carbon materials can be produced in many different 

ways leading to a variety of possible structures (fibers, powders, cloths, nanotubes, 

carbon onions, etc.). In this thesis, only experiments using activated carbon 

materials and templated carbons (see Chapter 2.12) were performed. Nevertheless, 

this chapter should provide a short overview of selected electrode materials and 
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help the reader to select/evaluate the right material for a certain experiment or 

application.  

 

2.11.1 Activated carbon 

Activated carbon (AC) materials can be produced cost efficiently on an 

industrial scale, making them an ideal basis for commercial supercapacitor devices. 

They can be derived from different organic precursors including renewable 

precursors (food waste, nutshells, coconut shells, etc.) and polymers. From 

carbonization of these precursors in inert atmosphere, a disordered carbon 

material is produced, which often results in a powder containing micron sized 

particles (Figure 2.28). 

 
Figure 2.28: Activated carbon powder containing micron-sized particles. Reproduced with 

permission from Ref.135 © 2014 Elsevier B.V. 

An additional activation process can then be performed to tune the pore size 

distribution as well as increase the SSA of the carbon material. There are different 

types of activation: chemical activation using potassium hydroxide and physical 

activation at high temperatures using gases like CO2 or steam. It should be kept 

in mind that a very high SSA leads to a high weight normalized capacitance, but 

on the other hand the volumetric energy and power can be reduced because of the 

decreasing density due to the activation process.136  
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2.11.2 Carbide derived carbons 

The basis for the production of carbide derived carbon (CDC) materials is a 

precursor carbide (SiC, Mo2C, VC, TiC, ZrC, etc.), from which the metal is 

removed (Figure 2.29). The extraction process can be either physical or 

chemical.137 Physical removal can be achieved by thermal decomposition in 

vacuum or an inert atmosphere and is based on the incongruent melting and 

evaporation of the carbide. During this process, the carbon layer is formed from 

the surface of the material inwards. As the carbon layer grows, the evaporated 

metal has to diffuse through this layer which turns out to be the rate limiting 

step in this synthesis method.137  

 
Figure 2.29: Schematic representation of the CDC synthesis from a TiC precursor. Ti is removed 

by Cl2 etching. The gaseous Ti-Chlorides are removed from the material and the carbon atoms re-
bond to form a highly porous carbon structure. Reproduced with permission from Ref.138 © 2019, 

Springer 

Halogenation is the most commonly used chemical method to extract the metal 

ion. This process can be described by the following equation:137 

 x ⋅ MC(s) + 1
2 y ⋅ A(g) → MxAy + x ⋅ C(s) (2.58) 

where M is the used metal, A a halogen gas (e.g. Cl2) or an etchant containing a 
halogen (e.g. HF) and MxAy is the gaseous reaction product which has to be 

removed. Chlorine is a widely used halogen gas for the metal extraction process. 
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After removing the metal atoms from the carbide, the carbon atoms form stable 

bonds and a porous carbon structure remains.50,137,138  

One advantage of this method, compared to the production of activated carbon 

materials is that there is no organic precursor needed, which means that no 

organic residuals are present in the material.137 

The structure of the resulting carbon material depends mainly on two 

parameters: the precursor type and the synthesis temperature. The halogenation 

process is usually done in a temperature range between 600°C and 1200°C. A 

higher temperature leads to an increased average pore size of the material, 

explained by the temperature dependent mobility of the carbon atoms. If the 

synthesis is done at lower temperatures, the carbon atoms are immobile and 

therefore form a more disordered structure with small pores in places where the 

metal atoms used to be. At elevated temperatures (above 1000 °C), the carbon 

atoms mobility is increased and formation of stable graphitic structures due to 

self-organization is favored.50,137 Figure 2.30 shows the transmission electron 

microscopy (TEM) images of CDC materials based on two different carbides (TiC: 

Figure 2.30a-c; ZrC: Figure 2.30d-f) as well as structures obtained from quenched 

molecular dynamics139 (Figure 2.30g-i). It can be seen that the CDC from both 

precursors show a completely amorphous structure when synthesized at 600°C 

(TiC: Figure 2.30a; ZrC: Figure 2.30d). By increasing the temperature to 1200°C 

(TiC: Figure 2.30c; ZrC: Figure 2.30f) the structure changes, and graphitic 

structures can be observed. The structures obtained from simulation are in good 

agreement with TEM images. The rearrangement of the carbon atoms leads to a 

reduction of the amount of very small micropores and the formation of larger 

pores, which results in an increased average pore size. Therefore, the pore size 

distribution and the specific surface area of CDC materials highly depend on the 

synthesis temperature and can to (some extend) be tuned rather precisely. After 

the chlorination process, especially at low temperatures, residual chlorine and 

metal chlorides can be trapped inside the material and block small pores, reducing 

the active surface area. These residuals can be removed by an additional annealing 

step. Another advantage is that during the CDC synthesis also the surface groups 

and conductivity (degree of graphitization) can be controlled and adapted.50,139 
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Figure 2.30: TEM images of CDC based on TiC precursor at (a) 600°C, (b) 800°C, (c) 1200°C 
and on ZrC precursor at (d) 600°C, (e) 800°C, (f) 1200°C. Carbon structures calculated from 

quenched molecular dynamics simulation at (g) 600°C, (h) 800°C, (i) 1200°C. (a) to (f) reproduced 

with permission from Ref.50 © 2005 Elsevier B.V. (g) to (i) reproduced with permission from Ref.139 
© 2009 Elsevier Ltd. 

The tunable properties of this carbon type provides a good model material to 

study the influence of different properties (e.g. porosity, pore size distribution, 

functionalities) on the electrochemical performance. Therefore, CDC materials can 

be designed to fit different scientific experiments. For example, the average pore 

size of TiC-based CDC materials is ~0.6 nm if the chlorination is performed at 

600°C and increases to ~2 nm for a chlorination temperature of 1200°C.50 CDC 

with different average pore sizes have been used to study ion sieving effects in 

solvent free environments (ionic liquids),140 the influence of the pore size on the 

expansion behavior of EDLC electrodes during charging and discharging,141 as well 

as ion rearrangement and desolvation.34  
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CDC materials can be produced using a variety of different precursor types and 

shapes ranging from bulk materials and fibers to carbon nanotubes. The shape of 

the precursor is usually not changed during the transition from the carbide 

precursor to the pure carbon. Due to the origin of the porosity, CDCs contain 

mainly open pores. In addition to their role as a useful model material, it is 

possible to upscale the production process to industrial quantities.50   

 

2.11.3 Metal organic frameworks 

Metal organic frameworks (MOFs) are a class of porous materials gaining a lot 

of interest over the last few years. They are made from inorganic metal containing 

units, the so-called secondary building units (SBUs), joined with organic linkers143 

(Figure 2.31). These building blocks form a three dimensional periodic structure 

and create a skeleton material with a large amount of pores and very high surface 

areas. Some reports claim a specific surface area (obtained from BET 

measurements) of over 7000 m2 g-1.144 It has to be mentioned that the BET 

method is not well suited to be used for microporous systems like MOFs. As a 

result, the calculated high values overestimate the real specific surface area. As a 

comparison, the theoretical SSA of a graphene sheet is 2630 m2 g-1.145  

 
Figure 2.31: Schematic representation of organic and inorganic building blocks combined to metal 

organic frameworks. The large amount of building blocks and possible structures leads to over 
20000 reported combinations. Reproduced with permission from Ref.143 © 2017, Springer Nature 
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There are varieties of different inorganic SBUs as well as organic linkers and 

structural configurations that can be combined to form the actual material, 

leading more than 20000 different reported MOFs. To find the right material for 

a defined application, new screening methods have to be developed to accurately 

and efficiently preselect possible combinations from this database.143,144,146 Machine 

learning technologies can help to improve this selection process.143 

 Due to the high surface area, variety of structures, tunable pore sizes and 

chemical functionalization, MOFs have a wide range of possible applications like 

gas separation and storage, sensors, drug delivery and electrode material for 

batteries and supercapacitors. There are three different ways to use MOFs in 

supercapacitor electrodes:146 

1. Using the pristine MOF to build supercapacitor electrodes: In such an 

electrode, there are two contributions to the overall capacitance: the double 

layer forming at the high amount of surface area as well as possible pseudo-

capacitive contributions from the containing metals. The main drawback 

of pristine MOFs is their low electronic conductivity (Cu: ~6105 S cm-1;  

AC: 10-3 Scm-1 - 0.1 S cm-1; MOFs: < 10-3 S cm-1).147–149 

2. Metal oxides derived from MOFs: MOFs are destroyed to get a porous 

structure of transition metal oxides exhibiting a pronounced pseudo-

capacitive behavior (see Chapter 2.14 for details). The highly porous 

structure leads to a high accessible surface area and optimized ion diffusion, 

making MOFs promising templates for pseudo-capacitive electrodes. The 

limited conductivity is again a major drawback. 

3. Pyrolysis of MOFs: MOFs can be used as a template to obtain a porous 

carbon material with a connected meso/microporosity. The organic 

components are carbonized leading to a porous carbon backbone. 

Although, MOFs are a promising material class for high performance 

supercapacitor electrodes, they show significant drawbacks. The above-mentioned 

concepts suffer from either a low cycle stability, limited specific capacitance or a 

low electronic conductivity. To improve the performance, MOFs can be combined 

with other materials in hybrid electrodes. One example is the combination of high 

surface area MOFs with a conducting polymer. The polymer acts as a conductor 

for the MOFs, which results in a flexible electrode with a high double layer 

capacitance from the MOFs and an additional pseudo-capacitive contribution 

from the conducting polymer.143,146,150  
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2.11.4 MXenes 

Because of their unique properties, two-dimensional materials (like graphene) 

gained a lot of interest over the last decades. MXenes are a new type of two-

dimensional materials: exfoliated early transition metal carbides, produced from 

a so-called MAX phase. A MAX phase is a layered solid and conductive material 

with a chemical composition of Mn+1AXn, where M is an early transition metal. A 

is an A group element (mostly group 13, boron group or group 14, carbon group), 

X is either carbon, nitrogen or a compound of both, and n is an integer in the 

range from one to three. The layers of transition metal carbides/nitrides are held 

together by an A element layer (Figure 2.32). There have been over 60 different 

MAX phases reported over the last few years.122,151 

 
Figure 2.32: Schematic representation of the synthesis steps of MXenes. Reprinted with permission 

from Ref.122 Copyright 2012 American Chemical Society 

Due to the strong bonding between these layers it is not possible to separate 

them by mechanical shear, as it is done for graphene. A thermal decomposition 

would essentially be possible, but the high temperatures needed cause a 

recrystallization process, which would lead to a bulk material rather than a 

layered structure. Therefore, MXenes are produced by selectively etching the A 

phase from the MAX phase using HF at room temperature. The etching process 

replaces the A element with O, OH or F containing functional surface groups but 
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does not affect the M-X bonds. As a result, MXenes have a chemical composition 

of Mn+1XnTx, where T represents the mixed functional groups. After the etching 

process the MXene sheets stick together and form a layered structure  

(Figure 2.33).122,151,152 

 
Figure 2.33: SEM images of an untreated Ti3AlC2 MAX phase (a) and the layered structure of 

different MXenes after HF treatment: (b) Ti3AlC2, (c) Ti2AlC, (d) Ta4AlC3, (e) TiNbAlC, and (f) 
Ti3AlCN. Reprinted with permission from Ref.122 Copyright 2012 American Chemical Society 

To get single MXene sheets, a separating by ultrasonication is performed. The 

rough sonication needed to delaminate these structures leads to rather small 

MXene sheets. To minimize the damage, it is possible to intercalate certain species 

between the sheets to weaken their bonding. As a result, only weak sonication is 

needed to separate the sheets, which limits the damage and leads to increased 

sheet size. Intercalation is possible due to the layered structure and the 
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comparably weak bonding between the layers. Besides the improvement of the 

delamination process, intercalation could also be used for energy storage (similar 

to intercalation in Li-ion battery electrodes). MXene monolayers have metallic 

conductivity and the electronic properties and band structure of MXenes can be 

tuned by changing the composition of the MAX phase. It is also possible to 

produce ferromagnetic and antiferromagnetic MXenes. DFT simulations can help 

to predict properties and screen promising compositions to preselect the most 

promising for synthesis for a variety of possible applications.122,151 

 MXenes have already been used to produce high performance electrodes for 

supercapacitor applications. Due to the fact that they have a tendency to restack, 

pure MXene electrodes experience a significantly capacitance decrease during 

operation (reduced accessible surface area). It has been shown that by combining 

MXenes with graphene sheets the restacking can be prevented and binder free 

electrodes can be produced. Graphene sheets included between the MXene sheets 

not only prevent the restacking, but also act as a conductive spacer increasing the 

layer distance, leading to better ion diffusion. As a result, these hybrid electrodes 

show a high volumetric capacitance (but limited gravimetric capacitance due to 

higher density) and nearly no capacitance loss after 20000 cycles.152 MXenes have 

also been used to increase the capacitance of pseudo-capacitive conductive 

polymer electrodes. Polypyrrole (PPy) is a conductive polymer used to produce 

flexible freestanding electrodes. PPy tends to dense packing, resulting in reduced 

accessible surface area and capacitance. By including MXenes, PPy electrodes 

show a more porous structure, leading to an increase of the capacitance by 

approximately 30%, while at the same time the cycling stability is strongly 

improved.153 

Due to their layered structure, MXenes show a tendency for ion intercalation 

during charging. It has been shown that this can lead to reversible volumetric 

changes up to 12%. The actual expansion can be controlled by charging and 

discharging the supercapacitor (Figure 2.34). As a result, MXenes could also be 

used as electrochemical actuators. It has to be mentioned that intercalation not 

only occurs during charging and discharging processes, but also spontaneous ion 

intercalation can happen when electrode is immersed into an ionic liquid, even 

with no applied potential. This spontaneous intercalation has two effects: a 

volumetric expansion and an alignment of the MXene sheets (Figure 2.34).154 
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Figure 2.34: Changes of the MXene stacking peak during operation. When a dry (1) MXene 
electrode is filled, spontaneous intercalation occurs (2) and leads to an electrode expansion and an 

alignment of the MXene sheets indicated by the shifts of the Bragg peaks to smaller angles and 

narrower peak, respectively (schematic XRD measurement on the right side). Discharging (3) and 
charging (4) leads to an expansion and contraction, respectively. This can be seen from the peak 

shifts to higher and lower angles, respectively. Reprinted with permission from Ref.154 Copyright 

2016 American Chemical Society 

 

2.11.5 Carbon nanotubes 

Carbon nanotubes (CNTs) are cylindrical tubes of sp2 carbon, first discovered 

in 1991155 and used as a material for supercapacitor electrodes since 1997.156 CNTs 

can have either metallic or semiconductor behavior, depending on their chirality 

(Figure 2.35a):157  

 Armchair  

 Zigzag  

 Chiral  

and are divided into two different types: single-walled (SWCNT) and multi-walled 

(MWCNT) carbon nanotubes (Figure 2.35b). In a MWCNT each layer can exhibit 

a different chirality.158 In addition to their good electrical conductivity, CNTs are 

also mechanical and chemically stable. The accessible surface area is located on 

the outside of the (mostly closed) nanotubes, leading to an open pore network.   

Due to their good electrical conductivity and fast ion diffusion (caused by the 

open pore network) supercapacitor electrodes made from pure carbon nanotubes 

are well suited for applications demanding for a high maximum power output. 

The energy density of such devices on the other hand is limited due to the 

(compared to other carbon materials) lower specific surface area in the range of 

500 m2 g-1.159 
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Figure 2.35: (a) Different types of chirality in a single-walled carbon nanotube. (b) Schematic 
drawing of a multi-walled carbon nanotube. Reproduced from Ref.160 with permission from The 

Royal Society of Chemistry 

To adjust the properties and widen the possible applications, CNTs can be 

modified in different ways: An increased specific surface area can be achieved by 

an additional chemical activation process. This will increase the microporosity 

(defects in the CNT walls), but simultaneously reduces the conductivity of the 

material. Adding functional surface groups or transition metal oxides with pseudo-

capacitive behavior can also be used to increase the energy density of CNT based 

devices.160,161 Deploying metal oxide nanoparticles on highly conductive CNTs 

helps to overcome two major drawbacks: the poor conductivity and the limited 

cycle lifetime of transition metal oxide based electrodes. The carbon nanotube 

skeleton acts as conductor and protects the metal oxides from degradation (see 

also Chapter 2.14.1).161,162 This concept can also be applied to conductive polymers. 

PPy is a well-known pseudo-capacitive electrode material that suffers from low 

cycle lifetimes duo to cracking from ongoing expansion and contraction during the 

charging process. It has been shown that a CNT/PPy composite electrode can 

lead to an increased lifetime.163,164  

The actual performance is defined by the purity, functionalization, structural 

properties and modification of the CNT. Also the alignment of the individual 

CNTs can influence the performance: highly entangled CNTs can limit the ion 

diffusion and reduce the power density.159,165 Although, carbon nanotubes could be 

an interesting material for high power application and hybrid electrodes, the 

production process is still very costly and cannot easily be upscaled to produce 

large quantities. Additionally, it is difficult to retain the properties of single CNTs 

when produced on a large scale.163,164 Carbon nanofibers are a cheaper alternative. 

They also have an open pore network and can deliver a high maximum power 

output.166 
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2.11.6 Carbon onions 

First discovered in 1980,167 carbon onions (also known as onion-like carbons, 

carbon nano-onions and multi-walled fullerenes) have gained a lot of interest for 

the use in supercapacitor electrodes over the last decade. Carbon onions are sp2 

hybridized concentric shells with a spherical or polyhedral closed shell  

(Figure 2.36) and an external surface area in the range of 600 m2 g-1.168,169 

 
Figure 2.36: Synthesis steps of carbon onions for high temperature annealing of carbon nano-
diamonds. Reproduced with permission from Ref.168 published by The Royal Society of Chemistry 

Thermal annealing of detonation nano-diamonds is one of the most common 

synthesis routes. It is a rather simple method and allows producing large amounts 

of carbon onions in one batch. In addition, detonation nano-diamonds have a 

narrow size distribution, which is beneficial for the production of carbon onions 
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as well as for their potential usage. The formation of carbon onions during the 

thermal annealing process is a transformation from a sp3 carbon in the diamond 

to a sp2 hybridized structure. This transformation is done in different steps, as 

shown in Figure 2.36. At first, physisorbed water is desorbed and surface groups 

(detonation nano-diamonds contain surface groups, e.g. anhydrides, carbonyl and 

quinone groups)170 are removed, leading to the formation of dangling bonds. At 

800-900°C, π-bonds are formed and graphitization starts, causing the formation 

of a sp2 carbon shell around the nano-diamond. With a further increased 

temperature, the shells show a more ordered structure. For a full transformation 

of nano-diamonds to highly ordered carbon onions, temperatures of at least 

1800°C are required. The annealing process can be performed either in vacuum or 

in an inert atmosphere.168,171 The physical and chemical properties of the produced 

onions strongly depend on the synthesis conditions as well as the precursor. A 

higher temperature leads to reduced defects in the shells, resulting in an increased 

conductivity. The high temperatures on the other hand reduce the surface area of 

the material. The highest specific surface area has been found with synthesis 

temperatures of ~1500°C. High heating rates can be used to counteract the surface 

reduction for high temperatures.168,169 

Carbon onions have a significantly lower specific surface area compared to 

activated carbons or CDC materials. They have mainly external surfaces, while 

the surface area of other carbon materials, for the most part, originates from micro 

and mesopores. Additionally, the electronic conductivity of carbon onions is 

(because of their conducting shell) superior to most other carbon materials used 

for supercapacitor electrodes. From these unique properties, the following 

applications can be derived: 

1. Carbon onions as an active material for supercapacitor electrodes: The 

high conductivity and the external surface area of carbon onions make 

them an ideal material for the use in devices requiring very high charging 

and discharging rates. Carbon onion electrodes have shown nearly no 

capacitance decrease over 10000 cycles. The main drawback is the limited 

energy density due to the comparably small SSA. An additional activation 

process can increase the surface area, but not to a value comparable to 

other activated carbon materials. For the production of freestanding 

electrodes, the amount of binder needed also exceeds activated carbon 

materials due to the very small particle size of ~10 nm. Carbon onions 

could also be used as an intercalation electrode.168,171,172 
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2. Carbon onions as a conductive additive: Due to their good conductivity 

and small particle size, carbon onions are well suited to be used as a 

conductive additive for carbon based supercapacitor electrodes. The 

conductivity, depending on the synthesis conditions, of carbon onions is 

comparable to carbon black (4 S cm-1), which is commonly used as a 

conductive additive. With their smaller size of ~10 nm, carbon onions are 

able to access small spaces between particles better than carbon black 

(particle size ~40 nm) and therefore increase the particle-particle contact. 

This reduces the sheet resistance of the electrode and increases the 

performance.168,171 

3. Carbon onions as a substrate for pseudo-capacitive materials: Redox active 

metal oxides suffer from a poor conductivity. To overcome this issue, a 

hybrid electrode with carbon onions as a substrate coated with metal oxide 

nanoparticles can be produced. The high external surface of carbon onions 

also guarantees a good accessibility of the pseudo-capacitive particles. In 

activated carbon electrodes, the introduction of metal oxides can lead to a 

pore blocking effect, which is not the case for carbon onions.168 

 

2.11.7 Summary 

To sum up this chapter Table 2.1 compares a few important properties of the 

discussed materials: there is not a best electrode material, rather than an optimum 

combination of material and electrolyte for each individual application. 

Table 2.1: Comparison of different performance parameters 

Material Conductivity Surface area Tunable PSD Rate handling 

Activated carbon + ++ + ~ 

CDCs + ++ ++ ~ 

MOFs - ++ +(+) ~ 

MXenes ++ + ~ + 

Carbon nanotubes +(+) - ~ ++ 

Carbon onions ++ - ~ ++ 

Templated carbons + +(+) ++ +(+) 
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2.12 Templated carbon materials 

In this chapter, the synthesis and application of mesoporous carbon materials 

produced by hard-templating (nanocasting) as well as from soft-templating routes 

are explained. The focus will be on (hexagonally) ordered mesoporous systems, 

since they are the basis for the experiments described in Chapters 4 to 6 of this 

thesis. 

 

Supercapacitor devices built from purely microporous activated carbons or 

CDCs exhibit a high specific capacitance, but suffer from a limited rate handling 

capability (rate handling capability: remaining capacitance at higher charging and 

discharging rates) and power density. While the microporous system governs an 

efficient screening of the counter ion charge and therefore allows a dense packing 

of the ions,34,173 the ion dynamics is limited in such a system. In situ nuclear 

magnetic resonance (NMR) studies, using organic electrolytes, have shown a 

decrease of ion diffusion rates by two orders of magnitude in microporous 

activated carbon materials compared to bulk behavior.174 As a result, the limited 

rate handling capability of purely microporous electrodes originates from the 

reduced ion dynamics. To overcome this issue, electrode materials with a 

hierarchical macro/meso/micropore structure can be used. In these materials the 

micropores are connected to the bulk electrolyte reservoir via macro- and 

mesopores. These pores provide an increased ion diffusion rate (diffusion rate in 

porous material is influenced by confinement effects, ion-ion and ion-carbon 

interactions174), leading to a better rate handling performance compared to purely 

microporous electrodes. Such hierarchical pore structures can be produced via 

different templating routes.175–177 

Using a templating based synthesis, a carbon material with a structure related 

to the used template can be produced. There are a variety of different methods 

and templates available to obtain such hierarchical carbon materials. From a 

variety of studies it is known that these materials provide a specific capacitance 

comparable to microporous activated carbon materials, while simultaneously 

preserving a better rate handling capability.175,178–180 This confirms the concept of 

mesopores acting as “highways” for ions moving from the bulk electrolyte through 

the macro- and mesopores into the micropores. The influence of the pore structure 

will be discussed in more detail in Chapter 4. 
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2.12.1 Soft-templating 

The soft-templating synthesis route is based on the self-assembly and phase 

separation of a block-copolymer/carbon-precursor mixture. The block copolymer 

consist of a hydrophilic and a hydrophobic part (Figure 2.37).  

 
Figure 2.37: (a) Composition of the block copolymer consisting of a hydrophilic head and a 

hydrophobic tail. (b) Arrangement at an interface between a polar liquid (e.g. water) and a non-
polar liquid (or air). (c) Forming of a micelle in a polar solvent. Reproduced with permission from 

Ref.181 © 2012 Elsevier B.V. 

The hydrophilic part interacts with the OH groups of the precursor (resorcinol-

formaldehyde was used as a precursor for all samples in this thesis), leading to a 

formation of rod like micelles. The micelles self-organize on a two-dimensional 

hexagonal lattice, causing the formation of a liquid crystal template. The 

macroporosity in the system is a result of a phase separation due to spinodal 

decomposition.177,181–183 After solidification and drying, an additional calcination 

step (nitrogen atmosphere with ~2% oxygen177) is necessary to remove the 

surfactants from the sample, resulting in a polymer structure with cylindrical 

mesopores, ordered on a two-dimensional hexagonal lattice, which subsequently 

is carbonized. The product of this synthesis route (Figure 2.38) is an ordered 

mesoporous carbon with essentially the same structure as SBA-15 silica.184 An 

additional CO2 activation process can be performed to adjust the amount of micro-

pores as well as the micro-pore size distribution. This activation process mainly 

introduces and widens micropores while leaving the ordered mesopore structure 

intact. Due to the fact that no individual (hard)template is needed, the soft-

templating route can be performed as a one-pot synthesis.177,185 In combination 

with the omission of an etching step (also needed in a hard templating synthesis 

route), upscaling of the soft-templating can done in a more cost efficient way than 
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nanocasting (see Chapter 2.12.2).185 Figure 2.38 illustrates the synthesis route for 

ordered mesoporous material via soft templating. 

 
Figure 2.38: Schematic representation of the soft-templating synthesis route for ordered 

mesoporous carbons. In a sol-gel process the polymer precursor is formed. After calcination and 
carbonization, an additional CO2 activation process can be performed to adjust the micropore size 

distribution within the mesopore walls and increase the surface area. Simon Rumswinkel, 

University of Salzburg (Austria), synthesized the material. 

The carbon monoliths produced via this soft templating synthesis route consist 

of a three-dimensional network of micron-sized struts containing hexagonally 

ordered cylindrical pores (Figure 2.39). 

 
Figure 2.39: (a) SEM image of the three-dimensional strut network. (b) TEM image of the 
hexagonally ordered pore system. Reprinted with permission from Ref.142 Copyright 2019 American 

Chemical Society 
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2.12.1 Hard-templating (nanocasting) 

The synthesis of nanocast carbon materials is based on a rather simple concept: 

a stable (hard)template is infiltrated with an organic carbon precursor. The 

carbonization of this precursor leads to a carbon/template composite. To obtain 

the pure carbon material, the template has to be removed by an etching procedure. 

(Figure 2.40).  

 

 
Figure 2.40: Synthesis route for nanocast carbon materials used in this thesis. In the first step, the 

silica template is synthesized. The resulting silica monoliths are filled with resorcinol formaldehyde, 
acting as a carbon precursor. After carbonization, the silica template is removed by HF etching. 

To adjust the micropore size distribution within the carbon nanorods, an additional CO2 activation 

step is performed. Simon Rumswinkel, University of Salzburg (Austria), synthesized the material. 

There are many possible inorganic frameworks available to act as a template 

and produce hierarchical structures. Zeolites are a widely used material to produce 

high specific surface area hierarchical carbon materials with a narrow pore size 

distribution.176,179,187,188 Due to the variety of different Zeolite structures, the pore 

structure can be adjusted for different applications. Ordered silica materials are 

another possible template for the synthesis of ordered mesoporous carbon 

structures. The most prominent example is the so-called CMK-3 carbon, which 

uses SBA-15 silica as a template.189 The result is a mesoporous carbon material 

consisting of carbon nanorods located on a hexagonal lattice. The drawbacks of 

this method is its costly multiple step character and that the etching process 

permanently destroys the template, produced in the first step.190,191 



 

Fundamentals 

 

68 

 

 For synthesis of the materials used in this thesis, a custom made silica template 

was produced via surfactant self-assembly according to Brandhuber et al.192 and 

Putz et al.,193,194 which is comparable to the synthesis of the soft templated 

material. The carbon material for all nanocast materials used in this thesis is 

produced with a resorcinol formaldehyde solution acting as carbon precursor. The 

schematic representation of this synthesis is shown in Figure 2.40. As a result, a 

monolithic carbon material consisting of hexagonally ordered carbon nanorods is 

obtained. The nanorods form macroporous network of sub-micron sized struts 

(Figure 2.41). A detailed description of the synthesis procedure is given in Ref.142 

The carbon material produced via this particular templating route can be 

produced in a monolithic form.  

 
Figure 2.41: (a) SEM image of the three-dimensional strut network. (b) TEM image of the 
hexagonally ordered carbon nanorods. Reprinted with permission from Ref.142 Copyright 2019 

American Chemical Society 

Besides their well-defined pore structure and improved electrochemical 

performance at elevated charging and discharging rates, ordered structures are 

beneficial for a variety of experiments. Due to the ordered nanorods or cylindrical 

pores, these materials show sharp Bragg peaks in the small-angle scattering region 

(Chapter 2.5). Figure 2.42 illustrates the comparison between a commercially 

available AC material and an ordered mesoporous carbon (OMC) produced via a 

soft templating route. In situ small-angle X-ray scattering (experimental setup 

explained in Chapter 3.4) experiments on activated carbon materials have been 

proven to be a powerful tool to study ion movement in an operating 

supercapacitor device.20,21,34,173 Due to the Bragg peaks of OMC materials, 

additional experiments and data analysis techniques are possible. Chapter 5 and 
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6 focus on the use of ordered mesoporous carbon materials to study electrode 

expansion and ion concentration changes with in situ small-angle X-ray scattering. 

 

 
Figure 2.42: Small-angle X-ray scattering curve of a commercially available activated carbon (red) 

and an ordered mesoporous carbon (black) produced via soft-templating synthesis route. The 

Bragg peaks seen from the hexagonally ordered cylindrical mesopores. 

 

2.13 Pseudo-capacitance: the concepts 

The main drawback of EDLCs is the limited charge stored in the electrical 

double layer and the resulting low energy density compared to modern batteries. 

The capacitance scales with the surface area of an electrode and can therefore not 

be increased infinitely. In addition to the high surface area, carbon materials have 

only a low density resulting a high weight normalized capacitance and energy, but 

a rather low volumetric energy. In many applications, like mobile devices and 

electric cars, the size is the limiting factor. To overcome this issue and increase 

the gravimetric and volumetric energy, the development of new high surface area 

carbon materials alone will not be enough. The two main concepts to resolve this 

issues are: hybrid devices, consisting of a battery type and a conventional EDLC 

electrode, as well as the use of so called pseudo-capacitive reactions.19,30,195 Before 

going into detail about the different materials and device types, it is mandatory 

to explain a few basic terms and concepts. 
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2.13.1 Pure EDLC 

An ideal EDLC stores charge at the electrode/electrolyte interface by adsorbing 

ions and forming a double-layer (Chapter 2.1). The polarization (charge 

separation) is not limited by diffusion into the electrode material. Therefore, a 

(nearly) rectangular shape is observed when CV measurements are performed 

(Figure 2.43). The voltage changes linear with time when an EDLC is charged 

using a constant current, leading to a triangular-shaped curve for galvanostatic 

cycling experiments.195 

 
Figure 2.43: Comparison of different charge storage mechanisms. The first row shows schematic 

CV curves. The second row shows galvanostatic measurements comparing bulk quantities and 
small (nanometer sized) particles. Reproduced with permission From Ref.195 published by Springer 

Nature 
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2.13.2 Pseudo-capacitance versus battery-like behavior 

Although pseudo-capacitive reactions and battery type reactions utilize faradaic 

reactions to store charge, there is a big difference between a pseudo-capacitive 

and a battery type behavior. Electrochemical measurements (cyclic voltammetry, 

galvanostatic cycling) can be used to distinguish between these two types. Pseudo-

capacitive reactions are fast, reversible faradaic-reactions showing a capacitor like 

behavior. The idea behind utilizing those reactions is to increase the energy 

density to reach battery-like values while at the same time maintaining the high 

power of EDLCs. Pseudo-capacitive reactions are based on changes of the 

oxidation state over a large range of the used potential window and on 

intercalation reactions. When performing cyclic voltammetry, pseudo-capacitive 

electrodes have an almost rectangular shape and show a mostly linear voltage 

increase/decrease when charged/discharged with a constant current (similar to a 

pure EDLC). Battery electrodes on the other hand show distinct redox peaks in 

the CV curves and a plateau region when galvanostatic experiments are 

performed.195 An overview of the different charging mechanisms and 

electrochemical responses is shown in Figure 2.43. 

Besides the shape of measured curves, also the intrinsic kinetics can determine 

the difference between a battery-like and a pseudo-capacitive material. Performing 

CV measurements at different scan rates �휐 = ∆�푈 ∆�푡⁄  leads to a current response 

�퐼 according to:19 

 �퐼 ∝ �휐� (2.59) 

The exponent �푏 determines if the behavior is capacitive or battery-like. If �푏 = 1 

the current is directly proportional to the scan rate, resulting in a capacitive 

behavior with the proportionality constant describing the capacitance of the 

device. In battery electrodes, a diffusion process into the bulk electrode (e.g. semi-

infinite diffusion) defines the peak current leading to �푏 = 1 2⁄ . The optimization 

of electrode structure can help to increase the battery performance at elevated 

charging rates. The use of small battery-active particles on a conductive backbone 

instead of a bulk electrode for instance can increase the maximum power output 

for battery type electrodes, but they still show typical battery-like behavior in 

electrochemical measurements, meaning they are not pseudo-capacitive.19  

There are only a limited number of real pseudo-capacitive materials (e.g. RuO2 

or MnO2) with several different oxidation states in the usable potential window.195 

However, it is worth noting that under certain circumstances battery-type 
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materials can show capacitive behavior too. A miniaturization of battery-active 

particles in an electrode below a critical size (in the range of 10 nm) can lead to 

a capacitive behavior of such materials (e.g. LiCoO2), although their bulk 

properties are battery-like (yellow column in Figure 2.43).29,196 It was proposed to 

call such a material “extrinsic” pseudo-capacitive, since their pseudo-capacitive 

behavior depends on particle size and structure, while intrinsic pseudo-capacitive 

materials show now dependence on structural parameters. The distinction 

between a pseudo-capacitive or battery-like behavior should always be done using 

a three-electrode setup because the use of a hybrid two-electrode device containing 

an EDLC and a battery type electrode will also show a capacitive behavior.30 

 

2.13.3 Capacitance versus capacity 

The capacitance �퐶 of an electrical charge storage device is the proportionality 

constant for the accumulated charge �푄 in a certain potential window ∆�푈. The 

unit of the capacitance is Farad (F; Coulomb/Volt). Capacity on the other hand 

corresponds to the overall charge accumulated in a device. The unit of the 

capacity is Coulomb (C), which is equivalent to currenttime, leading to the often-

used milliampere-hours (mAh).  

Therefore, capacitance is only meaningful for devices with a (nearly) capacitive 

behavior, which is not the case for a battery-type electrode material. Using the 

capacitance term for such electrodes would be misleading.30 This will be explained 

in more detail using Figure 2.44 where an EDLC and a schematic battery-type 

electrode are compared.  

 
Figure 2.44: Schematic representation of a CV curve of a pure EDLC with a nearly rectangular 

shape (a) and a battery-type material showing distinct redox peaks (b). 
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A constant current response over the whole potential window (Figure 2.44a) 

leads to a capacitance value independent from the measurement or 

data evaluation range. The CV curve in Figure 2.44b on the other hand has two 

redox peaks in the shown potential range. Obviously, the calculated capacitance 

depends on the range used for its calculation. If the calculation is done in the 

range just before the onset of the redox peak, the calculated capacitance value 

would be very low. If done just in the range of the peak, a high value would be 

the result. If the calculation is done over the whole potential range, an average 

capacitance would be the result, which also strongly depends on the measured 

range: a wider range leads to a lower average capacitance. Therefore, calculating 

a capacitance value is not representative for such a device and capacity should be 

used instead. The use of battery-like electrode materials can be beneficial for the 

performance of electrical energy storage devices, but their true potential can only 

be determined if the characterization is done properly. Test conditions have to be 

comparable to future application conditions: determining storage capacity at very 

low charging and discharging rates might lead to an overestimation of the true 

capabilities of the device.19,30 

Understanding the difference between battery-type and pseudo-capacitive 

behavior is mandatory to accordingly test electrode materials and evaluate their 

performance as well as to determine their suitability for certain applications.  

 

2.14 Pseudo-capacitive materials 

There is a variety of different battery type and pseudo-capacitive materials 

available. On the following pages a short overview of selected pseudo-capacitive 

material types is given. 

 

2.14.1 Transition metal oxides 

Some transition metal oxides exhibit a pseudo-capacitive behavior. RuO2 and 

MnO2 are the most prominent members of this group. Due to three oxidation 

states in the potential window of aqueous electrolytes, as well as a reasonable 

conductivity and cyclic stability, RuO2 is a well-suited pseudo-capacitive electrode 

material. The high production costs and toxicity on the other hand prevent a 

large-scale use in commercial devices. MnO2 also shows an oxidation state change 

in aqueous electrolytes and is a low-cost alternative for RuO2.47 The main 
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drawback here is the drastically reduced conductivity compared to RuO2, resulting 

in just a small layer at the surface actively responsible for the charge storage. 

Therefore, the specific capacitance is significantly lower. This issue can be 

overcome by adjusting the structure of the electrode as well as placing metal oxide 

nanoparticles or thin film on a porous and conductive (carbon)backbone.15,29,195 

Other available pseudo-capacitive oxides also suffer from a limited conductivity 

and cyclic stability due to volumetric changes during charging and discharging.15  

 

2.14.2 Conductive polymers 

In conductive polymers, such as polypyrrole (PPy), redox reactions can occur 

at the polymer backbone chain. PPy is a conjugated (alternating double and single 

bonds at backbone chain) organic polymer with conjugated π-electrons, which can 

be delocalized and enable the redox reaction.42,197 A big drawback of this material 

class is the limited lifetime due to volumetric changes during the redox reactions. 

Composite electrodes using carbon materials as a framework for PPy have shown 

promising results in terms of enhanced cyclic stability as well as an increased 

electrode conductivity compared to pure PPy films.150,195 

 

2.14.3 Surface groups 

Redox active surface groups can be attached to the surface of the electrode 

material during the synthesis. These groups exhibit fast faradaic reactions with 

nearly now volumetric changes, resulting in a long lifetime. A prominent example 

is the use of quinone/proton reaction involving the transfer of two electrons:15,195 

 Q + 2e + 2H → HQ (2.60) 

To exploit the full potential of such surface groups, it is necessary to use a 

suitable electrolyte and properly balance the electrode masses: oxygen-containing 

groups work best in acidic environment at a positive electrode, nitrogen-

containing groups should be used at the negative electrode with alkaline 

electrolytes.15 
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2.14.4 Redox active electrolytes 

In a conventional EDLC, the ions in the electrolyte have a quite simple purpose: 

ionic conductivity and storage of charge by forming the electrical double-layer at 

the electrode/electrolyte interface. Some ions can also exhibit a change of the 

oxidation state in the potential window of aqueous and organic electrolytes. This 

change of the oxidation state is a faradaic process contributing to the overall 

charge stored. Iodine for instance has different oxidation states in the potential 

range of aqueous electrolytes and can form an I3− complex:15,195 

 3I− → I3− + 2e− (2.61) 

It is important to mention, that the actual available oxidation states also depend 

on the pH value of the electrolyte.15 

 

2.15 Devices 

2.15.1 Electrodes and binder 

Carbon materials are often produced as powders, which are mixed with a binder 

to produce a stable electrode. The binder has to be stable in the used electrolyte 

(and potential window) and should not degrade during operation. Additionally, 

pore blocking by the binder has to be minimized to avoid a significant drop in 

specific capacitance. The content of the used binder is usually in the range of a 

few mass% and should be as low as possible to avoid the inclusion of a large 

amount of nonporous and nonconductive material into the electrode.135 

Polyvinylidenedifluoride (PVDF) is a binder used for directly spraying or 

casting the binder carbon mixture onto the current collector, while 

polytetrafluoroethylene (PTFE) is an often-used particle binder to produce 

freestanding supercapacitor electrodes. Both binders contain fluorine, which can 

lead to the formation of volatile fluorocarbons when burned. PVDF also requires 

toxic additives during the production process of the electrode. Therefore, the 

development of new “greener” binder materials is a big step towards 

supercapacitors composed entirely of environmentally friendly components. 

Polyvinylpyrrolidone (PVP) is a possible green substitute for PVDF for producing 

electrode films directly cast on the current collector. The major drawback of PVP 

is that it is limited to be used in devices with non-aqueous electrolytes because it 
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dissolves in water. For the production of freestanding electrodes, adequate 

substitutes are still under investigation.  

Due to fiber morphology of PTFE (Figure 2.45a) pore blocking is not a major 

issue. Additionally it leads to a good contact between the carbon particles and 

therefore increases the electrical conductivity over the whole electrode.135,198 

Polyvinyl alcohol (PVA) has been proposed as an environmentally friendly 

alternative, but it cannot compete with PTFE due to an increased electrode 

resistance and a reduced SSA because of pore blocking effects (Figure 2.45b), 

which results in a reduction of the overall performance of the device.135,198  

 
Figure 2.45: Electrode made out of activated carbon powder using PTFE (a) and a 
PVAc/polyisoprene blend (b) as binder. The white/orange arrows mark the binder phase. PTFE 

with its fiber morphology only limits the SSA by a small margin while the PVAc/polyisoprene 
blend can cause substantial pore blocking. Reproduced with permission from Ref.198  

© WILEY-VCH 

To avoid these negative effects, binder free electrodes are developed. One 

example is the use of activated carbon cloth (ACC). By combining chemical 

impregnation, carbonization and activation of a low cost viscose rayon cloth, a 

highly porous carbon cloth can be produced. In Figure 2.46 it is shown that the 

woven structure of the cellulose based starting material is still present after 

carbonization and activation, resulting in a mechanically stable and flexible cloth 

that can be directly used as an EDLC electrode, without the need of an additional 

polymer binder. The ACC electrode has a capacitance comparable to commercial 

activated carbon powder materials.60,200 

Activated carbon materials can also be used for some rather progressive 

applications like smart textiles. Wearable electronics suffer from a lack of 

availability of non-toxic, lightweight and flexible energy storage devices. EDLCs 

based on activated carbon materials using aqueous or solid electrolytes could be 

able to help to overcome this issue. It has to be mentioned that for commercial 

success of supercapacitors as storage devices in smart textiles it is important to 
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implement their production into established textile production methods. Slurries 

made from activated carbon powders are well suited for coating techniques like 

dip coating and screen-printing, which can be easily implemented in modern 

textile production routes. Due to the limited surface area of a human body (in the 

range of 1.5 m2), the areal capacitance is an important factor for this type of 

application. It is possible to coat cotton and polymer fabrics with an AC based 

slurry to create a flexible and durable EDLC electrode.201,202 

 
Figure 2.46: SEM image of an ACC electrode at different magnifications. (a) ACC electrode, (b) 
woven structure, (c-e) carbon fiber fragments, and (f) single carbon fiber with fractured surface. 

Reproduced with permission from Ref.60 © 2017 Elsevier Ltd. 

 

2.15.2 Hybrid devices 

First, it is necessary to distinguish between a hybrid electrode and a hybrid 

device. A hybrid electrode combines multiple materials or charging mechanisms 

in one electrode,16,203 a hybrid device contains two electrodes using different 

charging mechanisms (e.g. one EDLC electrode and a battery-type electrode). In 

such hybrid devices the electrode potential can be adjusted, leading to an 

increased voltage window (Figure 2.47). As a result, the energy density can be 

significantly improved compared to conventional EDLCs.16,204 

The most prominent hybrid device is a so-called Li-ion capacitor (LiC), which 

is already commercially produced. A LiC consists of a positive EDLC electrode 
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and a negative graphite electrode, similar to a Li-ion battery. A LiC exhibits an 

increased energy density, but still suffers from reduced cycle stability and power 

handling. To overcome this issue, new high power electrodes (e.g. nano-structured 

and composite electrodes) have to be developed.47 

 
Figure 2.47: Comparison of a symmetric carbon/carbon supercapacitor (a) and a hybrid device 

using a battery type negative electrode (b). (a) Reprinted from Ref.205 with permission from The 
Royal Society of Chemistry. (b) Reprinted with permission from Ref.204 Copyright 2013 American 

Chemical Society 
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3 Experimental 

3.1 Electrode preparation 

For the preparation of electrodes, the carbon monoliths were manually ground 

in a mortar to a fine powder. This grinding is only necessary for the ordered 

mesoporous carbon material, the AC material was already delivered as a powder. 

The powder was then mixed with ethanol and 60 mass% polytetrafluoroethylene 

dispersion (PTFE in water, Sigma-Aldrich) as a binder. This mixture resulted in 

a slurry with 10 mass% of PTFE binder in the dry electrode. The slurry was rolled 

with a MSK-HRP-MR 100A (MTI Corporation) rolling press to a thickness of 300 

µm and dried at 393 K and 5 mbar for 24 h. A detailed step by step description 

of the electrode preparation can be found in Ref.206 

 
Figure 3.1: Photograph of the as synthesized monoliths, the powder and the ready to use electrode 
containing 10 mass% PTFE 

 

3.2 Cell setups 

In this thesis, two different two-electrode cells were used: one for the ex situ 

electrochemical characterization and one for in situ small-angle X-ray scattering 

experiments. A picture of the two cells and a schematic representation of their 
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setup is shown in Figure 3.2. The cell for electrochemical characterization  

(Figure 3.2a and Figure 3.2b) was used in two different setups: a symmetric two-

electrode setup (or full cell setup) and an asymmetric two-electrode setup using 

an oversized counter electrode as a quasi-reference (half-cell setup). The cell has 

a polyether ether ketone (PEEK) housing and two titanium pistons connected to 

brass electrical contacts. It is custom made and similar to the one described in 

Ref.207 The spring-loaded pistons guarantee a similar force on the operating 

supercapacitor cell for each experiment. The in situ cell is specially designed to 

perform in situ small angle X-ray scattering experiments. It is optimized for an 

asymmetric two-electrode setup with an oversized CE as quasi reference.  

 
Figure 3.2: Photograph (a) and schematic setup (b) of the cell used for electrochemical 

characterization. The spring-loaded pistons guarantee a constant pressure for all experiments. 
Photograph (c) and schematic setup (d) of the cell used for the in situ small-angle X-ray scattering 

experiments (in situ cell). A reference electrode cannot be used in this cell. Therefore, an oversized 
CE has been used as a quasi-reference for all measurements. (d) Reproduced with permission from 

Ref.20 Published by The Royal Society of Chemistry 



 

Experimental 

 

81 

 

The actual cell setup is shown in Figure 3.2c and Figure 3.2d. For in situ 

scattering experiments it is necessary that each component, except the WE, has 

a hole in it. This is necessary to guarantee that only the WE is irradiated during 

the experiment. Without these holes, the recorded signal would be a sum of both 

electrodes and the separator. Changes in the signal can therefore not be associated 

with the working electrode, which makes data interpretation impossible since both 

electrodes are at different potentials. 

 

3.3 Measurement setup for electrochemical testing 

Electrochemical testing was performed using a Reference 600 potentiostat 

(Gamry) and a custom-built cell (Figure 3.2).  

The symmetric cell setup used in this thesis consists of two equally sized 

electrodes made from the same material (10 mm diameter, 300±20 µm thick) 

separated by a glass filter (Whatman GF/A) and electrically connected via 

platinum current collectors.  

The asymmetric setup contains two platinum CC, a working electrode, a glass 

filter separator, and an oversized counter electrode. The oversized (~8 times) CE 

was used quasi-reference53 and made from a commercial activated carbon (YP80F, 

Kuraray Chemical Co) with a reduced amount of PTFE binder (5 mass%). The 

WE for all investigated samples had a diameter of 6 mm and a thickness of 

300±20 µm.  
 

3.4 In situ SAXS setup 

In situ SAXS measurements (discussed in Chapter 5) were performed at the 

Austrian SAXS beamline at the synchrotron radiation facility Elettra in Trieste 

(Figure 3.3).208 A monochromatic X-ray beam with a wavelength of 0.077 nm was 

used. SAXS data were recorded with a Pilatus3 1M (Dectris) area detector. The 

transmitted intensity was determined with an X-ray sensitive photodiode 

mounted on the beamstop in front of the detector. The supercapacitor cell was 

built inside the custom-made housing shown in Figure 3.2b. The hole through all 

layers, except the working electrode, had a diameter of 3 mm. The size of the  

X-ray beam was ~1 mm. While applying cyclic voltammetry at different scan 

rates (1 mV s-1 to 20 mV s-1), 2D SAXS patterns as well as corresponding 

transmission values were continuously recorded every 5 s. 
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Figure 3.3: Picture of the in situ SAXS measurement setup at the Austrian SAXS beamline at 
Elettra (Trieste, Italy).  

 

3.5 In situ ASAXS setup 

ASAXS measurements were performed at the ID02 beamline at the European 

Synchrotron Radiation Facility (ESRF) in Grenoble, France.209 2D SAXS pattern 

were recorded with a Rayonix MX170 detector. A photodiode mounted on the 

beamstop in front of the detector was used to measure the X-ray transmission 
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during the scattering experiments. Chronoamperometry measurements were 

performed at 0 V and 0.6 V, using a Reference 600 Potentiostat (Gamry). 2D 

Scattering patterns were recorded at four different energies near the absorption 

edges of Br (E=13474 eV) and Rb (E=15200 eV) for each applied voltage after 

an equilibration time of approximately 2000 s after each voltage step. After 

correcting the data for detector specific imperfections (dark image, flat field, 

distortion), the 2D scattering patterns were normalized to the spherical angle, 

normalized to the recorded transmitted intensity and azimuthally averaged.209,210 

The energy depending efficiency of the detector was taken into account by 

normalizing the measured intensity to the scattering intensity of an energy 

independent standard sample (glassy carbon). In addition to the 

ASAXS/chronoamperometry experiments, a combination of cyclic voltammetry 

and fluorescence measurements was performed with an additional  

VORTEX-EX90 (Hitachi) fluorescence detector was mounted. In Figure 3.4 the 

setup for the fluorescence experiment is shown. 

 
Figure 3.4: Measurement setup for fluorescence measurements 

The cell design prevents the usual setup for fluorescence measurements where 

the fluorescence detector is placed facing the sample in 90° to the incoming X-ray 

beam. Therefore, the detector was mounted behind the cell. It is important that 

the fluorescence detector has a free line of sight to the point where the fluorescence 

signal originates (place where the X-ray beam hits the sample). To guarantee an 
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ideal fluorescence measurement it is necessary to minimize the shadow produced 

by the housing. (Figure 3.5). 

 

Figure 3.5: Detail of the backside of the in situ supercapacitor cell. The red spot indicates where 

the X-ray beam hits the electrode, which is the origin of the fluorescence signal.  

It has to be mentioned the experimental setup was not optimized for 

fluorescence measurements and the fluorescence detector was not synchronized 

with the X-ray detector or the beamline shutter. Therefore, the normalization of 

the fluorescence signal to the intensity of the primary X-ray beam could not be 

done easily. As a result, the use of the data obtained from the fluorescence 

measurements was limited and could not be used to determine the fluorescence 

background during the ASAXS experiment. 

 

3.6 Materials used 

For this thesis three different material types were used: nanocast (hard-

templated) and soft-templated ordered mesoporous carbon as well as a commercial 

activated carbon (YP80F, Kuraray Chemical. Co, Japan). The synthesis of the 

ordered mesoporous carbon materials is described in detail in Ref.199 Table 3.1 

lists all the samples used in this thesis.   
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Table 3.1: Samples used in this thesis. Values obtained from electrodes containing 10 mass% 

PTFE binder 

Sample 
Activation 

time 
Vmicro (a) Vmeso (a) S d50 (d25-d75) (b) C (c) 

 (h) (cm3 g-1) (cm3 g-1) (m2 g-1) (nm) (F g-1) 

NCC 0.0 0.0 0.20 0.35 558 (d) 2.44 (1.61-3.99) 53 

NCC 0.5 0.5 0.25 0.48 744 (d) 2.54 (1.67-3.91) 82 

NCC 2.0 2.0 0.35 0.55 1072(d) 2.40 (1.24-3.40) 92 

NCC 4.0 4.0 0.46 0.70 1364 (d) 2.44 (1.21-3.50) 109 

STC 0.0 0.0 0.12 0.07 369 (d) 1.19 (0.57-2.70) 52 

STC 0.5 0.5 0.25 0.08 809 (d) 0.62 (0.55-2.00) 69 

STC 2.0 2.0 0.43 0.14 1247 (d) 0.88 (0.60-2.10) 87 

STC 4.0 4.0 0.85 0.26 1837 (d) 1.34 (0.90-2.00) 126 

STC_NC 0.0* 0.0 - - 148 (e) - 4 

STC_NC 0.5* 0.5 - - 721 (e) - 31 

STC_NC 2.0* 2.0 - - 1040 (e) - 81 

NCC_ISS 0.0 0.19 0.29 742 (f) 2.50 (0.85-3.00) 56 

NCC_ISS A 1.0 0.29 0.30 991 (f) 2.05 (0.75-2.85) 68 

NCC_ISAS* 2.0 0.45 0.58 1155 (g) 2.40 (1.26-3.00) 95 

YP80F unknown 0.67 0.21 1392 (d)  1.55 (0.93-2.00) 92 

* Values (except capacitance) measured from powder samples instead of electrodes 

(a) Specific pore volume VP, specific micropore volume Vmicro (pore size < 2 nm), specific mesopore 

volume Vmeso (2 nm ≤ pore size < 50 nm)  
 (b) Volume-weighted median of the pore size d50 including the 25th and 75th percentile of the pore 

width (d25 and d75)186 
(c) Specific capacitance measured in an asymmetric cell setup with an oversized activated carbon 

electrode using 1M CsCl aqueous electrolyte and a scan rate of 1 mV s-1  
(d) Specific surface area calculated from carbon dioxide (at 273 K) and nitrogen (at 77 K) 
isotherms using HS-NLDFT 
(e) Specific surface area calculated from nitrogen (at 77 K) isotherms using the BET method 
(f) Specific surface area calculated from carbon dioxide (at 273 K) and nitrogen (at 77 K) isotherms 
using QS-NLDFT  
(g) Specific surface area calculated from nitrogen (at 77 K) isotherms using NLDFT 
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4 Influence of the pore structure on the rate 

handling capability 

In the following three chapters, the results of the electrochemical performance 

evaluation and in situ scattering experiments are presented. 

 

In this chapter, two hierarchically ordered carbon materials with an inverse 

mesopore structure are investigated. They are either composed of hexagonally 

packed nanofibers or cylindrical nanopores arranged on a hexagonal lattice. Both 

materials are available with different micropore contents as a result of different 

CO2 activation treatments. The influence of the pore structure on the capacitance 

for elevated charging and discharging rates (rate handling capability) was 

investigated. Large parts of Chapter 4 have already been published in Ref.142 

 

4.1 Motivation 

The capacitance of EDLCs is directly related to the specific surface area of the 

electrodes. It is well known, that besides the SSA also other parameters crucially 

influence the performance of a supercapacitor device, such as the size dispersity, 

tortuosity and the shape of the pores.186,211 Since EDLCs are often used for 

applications were high charging and discharging rates are required, global ion 

transport kinetics between the electrodes and local redistribution within the 

nanopores of the electrodes also have to be taken into account. While very small 

and strongly entangled micropores are believed to be advantageous for high 

capacitance, the optimum pore geometry for improved ion kinetics may look 

entirely different. In terms of high power density, carbon electrodes containing 

just ultramicropores (i.e. pores < 0.7 nm)115 could be disadvantageous due to pore 

blocking and long diffusion pathways. Theoretical studies have shown that in very 

narrow pores complex mechanisms may influence the interplay between 

counterion adsorption and co-ion repulsion.212 Recent experiments with purely 

microporous carbons have demonstrated that even at very slow rates the ionic 

charging shows a non-equilibrium behavior and that the cell design itself, as well 

as the ion mobility and concentration can significantly influence the charge 

storage mechanism.21  

Different types of carbon materials with hierarchical porosity were investigated 

in terms of their ability to handle high charging and discharging rates. These 
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materials not only show promising rate handling capabilitiy but also high specific 

capacitance.183,191,213–215 The basic idea of using hierarchical macro-meso-

microporous carbons is that the long-range transport of the ions proceeds via 

macro- and mesopores, while the charge is predominantly stored within 

micropores and ultramicropores, which are closely connected to the mesopores. In 

this way, small micropores with a high degree of geometric confinement would be 

responsible for a high energy density by efficiently screening the counterion 

charge,34,173 and macro- and mesopores would provide “ion-highways” for the fast 

and efficient transport of ions towards and away from the micropores. Although 

there is recent experimental evidence that very subtle “solvent dilution effects” 

may in some cases hamper this concept,216 it is widely accepted that pore hierarchy 

should be generally beneficial for faster ion transport in EDLCs. 

To further analyze this concept, two hierarchically porous carbon materials were 

investigated, with structural features on the mesopore length scale that can be 

described as an inverse replication of each other, i.e. hexagonally packed 

nanofibers versus cylindrical mesopores arranged on a 2D hexagonal lattice. Both 

samples exhibit a hierarchical macro/meso/microporous structure with the 

macroporosity being formed by a network of struts in the micrometer range. In 

addition, both samples were subjected to different CO2 activation treatments with 

the goal to create a similar micropore size distribution and arrangement. The first 

material is based on a soft templating route (soft templated carbon, STC) 

following the approach by Hasegawa et al.,177 which results in cylindrical 

mesopores with narrow diameter distribution arranged on a 2D hexagonal lattice. 

This material resembles closely the well-known silica based SBA-15 material.184 

The second material is based on a hard templating route applying a hierarchically 

porous monolithic silica material comprising 2D hexagonally arranged mesopores 

as the mold.192,193 Casting of the cylindrical mesopores of this mold results in a 

monolithic structure with a cellular macroporous network build-up of hexagonally 

ordered carbon nanofibers (nanocast carbon, NCC), leaving mesopores where the 

silica walls in the mold used to be. Similar types of mesoporous carbon was first 

synthesized in form of a powder by Jun et al.189 and are known as CMK-3 type 

material. Consequently, the two carbon materials investigated in this chapter 

exhibit an inverted mesopore structure, namely isolated cylindrical mesopores in 

the STC and a three-dimensional interconnected network of elongated mesopores 

between the carbon nanofibers in the NCC materials with a strongly different 

tortuosity due to the high aspect ratio (see Figure 4.1).  
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In this chapter, a thorough structural analysis of the STC and NCC materials 

by electron microscopy, gas adsorption analysis and X-ray scattering techniques 

is provided. Simon Rumswinkel (University of Salzburg, Austria) performed the 

synthesis of the materials, electron microscopy and gas adsorption analysis.  

Cyclic voltammetry and electrochemical impedance spectroscopy on electrodes 

soaked with 1M CsCl aqueous electrolyte was conducted in order to determine 

relevant electrochemical performance parameters, such as the specific capacitance 

and the rate handling capability of the two materials. A detailed comparison with 

a purely microporous activated carbon reference sample is also given. 

 

 
Figure 4.1: Schematic representation of the two different synthesis routes to obtain hierarchically 

structured monolithic carbons. In the middle a SEM image of the NCC and STC sample is given. 
Upper route: nanocasting approach (NCC). Lower route: soft-templating route (STC). Reprinted 

with permission from Ref.142 Copyright 2019 American Chemical Society 
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4.2 Structural analysis 

4.2.1 Sample preparation and measurement techniques 

Materials: Simon Rumswinkel (University of Salzburg, Austria) synthesized 

the STC and NCC materials. The synthesis route is described schematically in 

Figure 4.1, and in more detail in Ref.142 The reference material is a purely 

microporous activated carbon (YP80F) and is a commercial product (Kuraray 

Chemical Co., Japan). 

 

Gas adsorption analysis: Gas adsorption measurements of the pure carbon 

material and the electrodes were done by Simon Rumswinkel and Miralem 

Salihovic (University of Salzburg, Austria) using N2 and CO2 in a Micromeritics 

ASAP 2420 device. Data analysis was done with the built-in software package 

using the HS-NLDFT model for carbon slit pores with surface roughness at 77 K 

for N2-data119 and the NLDFT model for carbon at 273 K with CO2. 

 

Small-angle X-ray scattering: SAXS experiments were performed on 

electrodes containing 10 mass% of PTFE binder. The electrodes have a well-

defined thickness leading to the same irradiated volume for all samples. SAXS 

measurements were performed at the Austrian SAXS beamline at the synchrotron 

radiation facility Elettra in Trieste,208 employing a monochromatic X-ray beam 

with a wavelength  = 0.077 nm. The SAXS patterns were recorded with a 

Pilatus3 1M (Dectris) area detector. The transmitted X-ray beam intensity, as 

well as the intensity of the primary beam, were recorded using a photodiode 

mounted on the beam-stop in front of the detector, and an ionization chamber in 

front of the sample, respectively. The 2D SAXS images were azimuthally 

integrated using the software package Fit2D,217 leading to the scattered intensity 

as a function of the scattering vector q (see Chapter 2.5). The intensity of each of 

the resulting scattering curves was normalized to the corresponding transmission 

value. 

 

X-ray diffraction: X-ray diffraction (XRD) measurements were performed 

with a D8 Advance Eco (Bruker AXS) using a Cu-K  X-ray tube ( = 0.154 nm) 

and an energy sensitive detector (LYNXEYE-XE). The angular range (2) was 

5 – 100° using a step size of 0.05° and an exposure time of 10 s/step. All 

measurements were performed on electrodes containing 10 mass% of PTFE binder 

on a zero background sample holder (Sil'tronix Silicon Technologies). 
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4.2.2 Structural analysis: results 

The synthesis routes shown in Figure 4.1 result in two types of carbon materials 

with inverted mesopore structures. Both, NCC and STC can be prepared as 

monoliths (Figure 4.2a and Figure 4.2d) and show a similar morphology on the 

micrometer scale with a cellular macroporous network of carbon struts  

(Figure 4.2b and Figure 4.2e). It should be note however that the size of the 

structures in the STC material is noticeably larger. It was found that synthetic 

parameters, such as temperature differences in the sample during gelation as well 

as concentration inhomogeneities have a strong impact on the phase separation 

process. In addition, a strong syneresis during aging was observed, resulting in 

structural differences in the core of the samples in comparison to the external 

surface. This inherently causes a quite heterogeneous macropore morphology over 

the cross section of the monoliths, ranging from ~1.5 to 5 times the size observed 

in the NCC material. Therefore, further processing of the material to electrodes 

as a powder was advantageous since inhomogeneities are averaged.   

 
Figure 4.2: Representation of the different levels of hierarchy of NCC (upper row) and STC (lower 
row) materials, shown by photographs of the monoliths (a,d), SEM images of the macroporous 

strut network (b,e) and TEM images of the ordered mesopore structure (c,f). Reprinted with 

permission from Ref.142 Copyright 2019 American Chemical Society 
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For the nanocast materials the struts consist of 2D-hexagonally arranged carbon 

nanorods, with mesopores in between the nanorods, as schematically shown in 

Figure 4.2c. The rods themselves contain micropores, with their amount 

depending on the activation time. The STC material features 2D hexagonally 

ordered cylindrical mesopores aligned along the long axis of the approximately 

4 µm long carbon struts (Figure 4.1 and Figure 4.2f). Again, the carbon mesopore 

walls contain micropores as a consequence of the carbonization and activation 

process. The data for the structural characterization from GSA are given for the 

electrode samples in Table 4.1. 

Table 4.1: Sample properties derived from gas adsorption analysis of the electrodes containing 
10 mass% PTFE binder.  

Sample 
Activation 

time(a) 
VP (a) Vmicro (a) Vmeso (a) SDFT (b) d50 (d25-d75) (c) 

 (h) (cm3 g-1) (cm3 g-1) (cm3 g-1) (m2 g-1) (nm) 

NCC 0.0 0.0 0.55 0.20 0.35 558 2.44 (1.61-3.99) 

NCC 0.5 0.5 0.73 0.25 0.48 744 2.54 (1.67-3.91) 

NCC 2.0 2.0 0.90 0.35 0.55 1072 2.40 (1.24-3.40) 

NCC 4.0 4.0 1.16 0.46 0.7 1364 2.44 (1.21-3.50) 

STC 0.0 0.0 0.19 0.12 0.07 369 1.19 (0.57-2.70) 

STC 0.5 0.5 0.33 0.25 0.08 809 0.62 (0.55-2.00) 

STC 2.0 2.0 0.57 0.43 0.14 1247 0.88 (0.60-2.10) 

STC 4.0 4.0 1.11 0.85 0.26 1837 1.34 (0.90-2.00) 

YP80F not known 0.88 0.67 0.21 1392 1.55 (0.93-2.00) 
(a) CO2 activation was performed at 925°C 
(b) Specific pore volume VP, specific micropore volume Vmicro (pore size < 2 nm), specific mesopore 

volume Vmeso (2 nm ≤ pore size < 50 nm)  
(c) Specific surface area SDFT obtained from gas adsorption analysis via DFT calculations for 

electrodes with different activation times.  
(d) Volume-weighted median of the pore size d50 (see Figure 4.4) including the 25th and 75th 

percentile of the pore width (d25 and d75)186, see Figure 4.4a and Figure 4.4b. 

Adsorption isotherms for carbon dioxide and nitrogen are shown for NCC and 

STC electrodes in Figure 4.3. The nitrogen adsorption isotherms of the NCC 

electrodes (Figure 4.3c) show the well-known characteristics of CMK-3 type 

micro-mesoporous carbons.117 In contrast, the isotherms of the STC electrodes 

(Figure 4.3d) show a different shape, suggesting that these materials are mainly 

microporous. However, there is also a slight indication of a capillary condensation 
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event around �푝 �푝0⁄ = 0.5 , which becomes more pronounced for increasing 

activation time, providing evidence for the presence of mesopores. 

 
Figure 4.3: Carbon dioxide isotherms at 273 K from the NCC (a) and STC (b) electrodes 

containing 10 mass% PTFE binder. Nitrogen adsorption isotherms for the same NCC (c) and 

STC (d) electrodes recorded at 77 K. Cumulative pore volume as a function of the pore size 
calculated from carbon dioxide at 273 K (up to ~0.6 nm) and nitrogen at 77 K (above ~0.6 nm) 

adsorption isotherms for NCC (e) and STC (f) electrodes. Reprinted with permission from Ref.142 

Copyright 2019 American Chemical Society 
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Both types of samples show a clear increase in specific pore volume and specific 

surface area for increasing CO2 activation time. The cumulative pore size 

distributions calculated from the nitrogen adsorption isotherms (Figure 4.3c and 

Figure 4.3d) and carbon dioxide adsorption isotherms (Figure 4.3a and  

Figure 4.3b) using NLDFT119 are shown in Figure 4.3e and Figure 4.3f, and the 

structural parameters are summarized in Table 4.1.  

Obviously, all samples contain a substantial amount of micropores, even when 

no activation was performed (37% and 63% of the pore volume for NCC and STC, 

respectively, see Table 4.1). Activation treatment increases both, the specific pore 

volume and surface area moderately for the NCC materials, and strongly for the 

STC materials. The volume-weighted median of the pore size (Table 4.1) stays 

nearly constant for the NCC samples with most of the total pore volume being 

contributed by pores between 2 nm and 5 nm in width. In contrast, for all the 

STC samples most of the pore volume consists of micropores (< 2 nm). With 

increasing activation an initial increase in ultra-microporosity in STC is followed 

by pore widening leading to an increase of the median pore size d50 for the longest 

duration of activation the treatments (Figure 4.4). 

 
Figure 4.4: Normalized cumulative pore size distribution for NCC (a) and STC (b) electrodes 

calculated from carbon dioxide at 273 K (up to ~0.6 nm) and nitrogen at 77 K (above ~0.6 nm) 
adsorption isotherms for NCC and STC electrodes containing 10 mass% PTFE binder. The 

horizontal lines determine the pore sizes d25, d50 and d75 listed in Table 4.1. Reprinted with 

permission from Ref.142 Copyright 2019 American Chemical Society 

Figure 4.5 shows the nitrogen adsorption isotherm and the normalized 

cumulatice pore size distribution for the commercial activated carbon material 

(YP80F). This material shows the expected nearly purely microporous behavior 

and is therefore an ideal reference material. 
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Figure 4.5: Nitrogen adsorption isotherms for YP80F electrode containing 10 mass% PTFE binder 

recorded at 77 K (a) and normalized cumulative pore size distribution for YP80F electrodes 
calculated from nitrogen adsorption (b). The horizontal lines determine the pore sizes d25, d50 and 

d75 listed in Table 4.1. Reprinted with permission from Ref.142 Copyright 2019 American Chemical 

Society 

Pore characteristics (specific surface area and specific pore volume) for the pure 

carbon materials deviate from the electrodes towards higher values (Table 4.2), 

which correlates with the absence of the nonporous binder.  

Table 4.2: Sample properties derived from gas adsorption analysis of the pure carbon.  

Sample 
Activation 

time 
VP (a) Vmicro (a) SDFT (b) d50 (d25-d75) (c) 

 (h) (cm3 g-1) (cm3 g-1) (m2 g-1) (nm) 

NCC 0.0 pure 0.0 0.67 0.27 759 2.30 (1.35-3.33) 

NCC 0.5 pure 0.5 0.97 0.36 1167 2.39 (1.38-3.30) 

NCC 2.0 pure 2.0 1.17 0.47 1502 2.35 (1.00-3.23) 

NCC 4.0 pure 4.0 1.44 0.60 1748 2.29 (0.99-3.20) 

STC 0.0 pure 0.0 0.22 0.14 408 0.85 (0.65-2.36) 

STC 0.5 pure 0.5 0.40 0.30 989 0.62 (0.58-2.08) 

STC 2.0 pure 2.0 0.74 0.55 1602 0.87 (0.63-2.00) 

STC 4.0 pure 4.0 1.23 0.92 2103 1.31 (0.86-2.01) 
(a) Specific pore volume VP, specific micropore volume Vmicro (pore size < 2 nm),  
(b) Specific surface area SDFT obtained from gas adsorption analysis via HS-NLDFT calculations 

from nitrogen adsorption isotherms 
(c) Volume-weighted median of the pore size d50 (see Figure 4.4 and Figure 4.5b) including the 25th 

and 75th percentile of the pore width (d25 and d75)186 
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The reduced surface area of the electrode compared to the pure carbon is 

expected because of the included nonporous binder (~10 mass%) in the electrode. 

The fiber morphology of the used PTFE binder (Figure 2.45) is not expected to 

cause extensive pore blocking, similar to YP80F using 10 mass% of PTFE 

binder.20 Nevertheless, the SSA reduction of the electrodes compared to the pure 

carbon exceeds the expected 10%, leading to the assumption that some pores are 

blocked by the binder phase. 

From GSA it is known that the micropore structure is strongly influenced by 

the CO2 activation treatment for both sample types. The macropore system on 

the other hand is left unchanged, even for the longest activation time (Figure 4.6). 

 
Figure 4.6: SEM images of the not-activated NCC (a) and STC (b) materials, as well as the four 

hours activated NCC (c) and STC (d) samples. The activation process does not change the 

macroporosity of the material for either the STC or NCC materials. Even after four hours of CO2 
treatment, no change of the macropore structure can be seen. Reprinted with permission from 

Ref.142 Copyright 2019 American Chemical Society 

The XRD measurements (Figure 4.7b and Figure 4.7d) reveal the well-known 

structure expected for a carbon material prepared from a “hard carbon” precursor 
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such as resorcinol/formaldehyde. It is characterized by “turbostratic” stacking of 

graphene sheets,218 leading to in-plane reflections (hk) and to stacking reflections 

(00l). It can be observed that in particular the intensity and width of the (002) 

peak is strongly affected by the activation. This suggests that the activation 

preferentially reduces the number of turbostratic carbon sheets within a stack. 

The (10) peak, on the other hand, stays nearly unchanged even after a four hour 

CO2
 activation treatment. This indicates that the in-plane order of the graphene 

layers stays largely intact during activation. The width of the Bragg reflections 

from the atomic carbon structure (Figure 4.7b and Figure 4.7d) can be used to 

determine the average crystallite size  using the Scherrer equation, 

  =  2 (4.1) 

where FWHM is the full width at half maximum of the Bragg peak. After 

background subtraction using splines, the stacking height �퐿� and the in-plane size 

�퐿� were calculated using �퐾 = 0.91 for �퐿� and �퐾 = 1.84 for �퐿� (Table 4.3).219,220  

Table 4.3: Structural parameters obtained from XRD. 

Sample a(a) c(a) Lc
(b) La

(b) N(c) skel
(d) 

 (nm) (nm) (nm) (nm)  (g cm-3) 

NCC 0.0 0.24 0.78 0.95 3.89 3.46 2.05 

NCC 0.5 0.24 0.79 0.89 3.72 3.22 2.01 
NCC 2.0 0.24 0.81 0.80 3.65 2.97 2.01 

NCC 4.0 0.24 0.88 0.73 3.54 2.77 1.97 

STC 0.0 0.24 0.77 0.89 3.55 3.27 2.04 

STC 0.5 0.24 0.80 0.88 3.42 3.25 2.03 

STC 2.0 0.24 0.81 0.87 3.26 3.13 1.95 

STC 4.0 (e) 0.24 - - 3.54 - - 
(a) In-plane and out-of-plane lattice parameters (a and c);  
(b) Stacking height (Lc), in plane crystallite size (La) calculated using the the Scherrer equation 
(c) Average number of graphene stacks (N)  
(d) Carbon skeletal density (skel) calculated from XRD measurements  
(e) For STC 4.0 the stacking parameters c and Lc could not be reliably estimated from the XRD 

data because of the weak (002) reflection. Therefore, for the corresponding calculations of the 
skeletal density the value of STC 2.0 was used for the following calculations 

From the position of the (002) peak the average layer distance �푑002 = 2�휋 �푞002⁄  

is calculated, and the average number of stacked graphene layers  

�푁 = 1 + �퐿� �푑002⁄  is determined (Table 4.3). In addition the dimensions �푎 and �푐 
of the “graphite-like” unit cell allow estimating the skeletal carbon density:  
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  = 8√3 (4.2) 

with  being the mass of a single carbon atom. All parameters are listed in Table 

4.3 and are in good agreement with values from literature.96,221 

 
Figure 4.7: SAXS (left) and XRD (right) patterns of the NCC (a, b) and STC (c, d) electrodes 

for different CO2 activation durations. The curves are shifted vertically for clarity. The Bragg 

peaks in the SAXS patterns arising from the hexagonal pore lattice are denoted by a prefix “S” in 
order to distinguish them from the Bragg peaks of the turbostratic carbon seen in XRD. The sharp 

peaks in the XRD patterns arise from the crystalline PTFE binder. Reprinted with permission 
from Ref.142 Copyright 2019 American Chemical Society 

It is shown in Table 4.3 that the activation process causes a reduction of the 

average number of graphene sheets from ~3.5 to ~2.8, while the skeletal carbon 

density  shows only minor changes with a tendency towards lower values. 

We note that the NCC and STC samples show similar changes in the atomic order 

with activation. This is not surprising, since both types of material are synthesized 

using the same precursor followed by identical heat-treatments. 
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From the TEM images (Figure 4.2c and Figure 4.2f) it is obvious that the 

samples have an ordered nanostructure. This is confirmed by the SAXS profiles 

(Figure 4.7a and Figure 4.7c), which show well-resolved Bragg reflections arising 

from the 2D hexagonal lattice of pores or fibers with lattice constant :  

  = 2()
2√3 (4.3) 

The most prominent change with activation is a shift of the position of the  

S-(10) peak to higher q values, which implies a reduction of the lattice spacing  with activation (Table 4.4). This shift is more pronounced for the NCC 

samples. It is also quite small for short activation times and becomes obvious for 

the four hour activated samples. Apart from the Bragg peaks arising from the 

ordered mesopores/fibers, the SAXS patterns show additionally a significant 

diffuse scattering from the disordered micropores. This diffuse scattering shows 

clear differences between the NCC and the STC samples, and also exhibits 

changes with activation. For a better illustration, a so-called Kratky plot 

(Intensityq2 vs. q) of the SAXS data is shown in Figure 4.8, highlighting the 

differences in the diffuse “background” scattering between the two sample types 

as well as its changes during the activation process more clearly.  

 

Figure 4.8: Kratky plot for NCC (a) and STC (b) materials after subtracting the constant 

background and the electron density fluctuation contribution. The insets show a magnification. 
Reprinted with permission from Ref.142 Copyright 2019 American Chemical Society 

While the Bragg peaks arise from the ordered mesopores, the diffuse scattering 

comes mainly from the (disordered) micropores. The diffuse scattering is mostly 

located directly below the Bragg peaks for the NCC samples. For the STC samples, 

it is clearly shifted to higher q values. This means that the STC samples contain 
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considerably smaller micropores as compared to the NCC material, which is fully 

consistent with the pore size distributions obtained from nitrogen adsorption 

(Figure 4.3e and Figure 4.3f). 

Table 4.4: Structural parameters obtained from SAXS.  

Sample ameso (a) t (b) lcarbon (b) lpore (b)  (c)  micro (d) SSAXS (e) 

 (nm) (nm) (nm) (nm)   (m2 g-1) 

NCC 0.0 10.01 1.40 2.65 2.99 0.53 0.29 736 

NCC 0.5 9.95 1.34 2.24 3.30 0.60 0.33 884 

NCC 2.0 9.93 1.07 1.65 2.99 0.64 0.41 1204 

NCC 4.0 8.99 0.82 1.17 2.68 0.70 0.48 1730 

STC 0.0 10.47 1.21 4.34 1.68 0.28 0.20 451 

STC 0.5 10.11 0.98 2.46 1.63 0.40 0.34 800 

STC 2.0 10.17 0.69 1.31 1.46 0.53 0.46 1561 

STC 4.0 9.93 0.62 0.90 1.95 0.68 0.63 2276 
(a) Lattice parameter of the 2D hexagonal pore lattice (ameso) calculated from the position of peak 

S-(10)  
(b) Average chord length (t) and average chord lengths of the carbon phase (lcarbon) and the pore 

phase (lpore) calculated from integral SAXS parameters 
(c) The porosity  is calculated from the specific pore volume (Table 4.1) and the skeletal density 

(Table 4.3) by  =   

(d) The microporosity micro is calculated from the specific micropore volume (Table 4.1) and the 

skeletal density (Table 4.3) by  = ;  
(e) The specific surface area (SSAXS) is calculated using Equation 4.4. 

Generally, the SAXS patterns provide an independent and complementary 

approach to better understand the changes of the pore systems with activation 

by calculating average pore characteristics from integral SAXS parameters. Since 

the used NCC and STC samples deviate from the ideal behavior of a two-phase 

system with sharp edges, the evaluation of the SAXS data was performed 

following the approach in Refs.94,95,99 Before calculating structural parameters from 

the SAXS data it is necessary to subtract the fluctuation contribution. From 

fitting Equation 2.46 to the measured scattering intensity in the q range from  

5 nm-1 to 7 nm-1, ,  and  were obtained. The parameter �푙 (Equation 2.45), 

which is also necessary to determine the intensity contribution of the electron 

density fluctuation, cannot be calculated directly from the fit. In Ref.95 this 

parameter was chosen between the lowest value to appropriately fit the high  

q-range and the maximum value that does not exceed the measured total intensity. 

This procedure is not applicable here because the scattering contribution from the 

mesopores can mask the limiting value.94 Therefore, the lateral correlation length 
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l, was set equal to the average in-plane crystallite size �퐿� obtained from the width 

of the (10) peak in the XRD patterns. Using �푙 = �퐿� it is now possible to calculate 

the fluctuation contribution (Equation 2.45) and subtract it from the measured 

SAXS curves together with the constant  obtained from the fit at large q. After 

the subtraction of the fluctuation term, it is possible to calculate the surface to 

volume ratio according to Equation 2.43. From dividing this value by the filling 

density  = (1 − )  the specific surface area is calculated from integral 

SAXS parameters:  

  = 
 (4.4) 

with the skeletal density   calculated from XRD, and the porosity  

calculated from the specific pore volume taken from the N2 adsorption isotherms: 

  = 1 +  (4.5) 

From the porosity  and the average chord length  (Equation 2.47) and it is 

possible to calculate the average chord length of the carbon phase  and the 

pores :98 
  =  = (1 − ) (4.6) 

These quantities allow determining structural parameters without an 

assumption of the size and shape. Even though their absolute values are not 

directly comparable to, e.g., average pore sizes obtained from the evaluation of 

adsorption isotherms using specific assumptions about the pore shape, the general 

trends should be similar. The specific surface area  is obtained without any 

a priory assumption about the shape of the pores. It just requires the knowledge 

of the skeletal carbon density derived from XRD (Table 4.3) and the specific pore 

volume from gas adsorption analysis (Table 4.1), both being very reliable 

quantities. The comparison confirms a similar trend and a fair quantitative 

agreement for the surface areas obtained from SAXS (Table 4.4) and DFT  

(Table 4.1).  

In addition, from the integral SAXS parameters the average chord length  of 

the two-phase carbon-pore system was calculated (Equation 2.47). The mean 

chord length  is measure for the mean length of uninterrupted straight lines in 

one of the two phases (pore or carbon) averaged over all directions (Figure 2.19).82 

Table 4.4 shows that  decreases with activation for both, STC and NCC in a 
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similar manner. Generally, this is expected since activation creates more 

micropores. However, the interpretation of  is not unique, since it contains both, 

the chord length of the pores and the chord length of the carbon phase. Combining  with the porosity obtained from the specific pore volume (Table 4.1) and the 

skeletal density (Table 4.3), the average chord lengths of the two phases,   

and  can be calculated via Equation 4.6. Table 4.4 shows that the pore 

chord-length is considerably larger for NCC than for STC, underlining again the 

much smaller micropore size in the STC series. Interestingly, the chord length of 

the pores changes only slightly (10-15%) as a consequence of activation, while the 

chord length of the carbon phase decreases strongly (more than a factor of 2 for 

NCC and almost a factor of 5 for STC). This can be understood by the fact, that 

CO2 activation process not only creates new (small) micropores, but also enlarges 

existing micropores and mesopores. On the other hand, the CO2 etching process 

removes carbon so the thickness of the carbon walls separating the micropores 

must become smaller in any case. Hence, these parameters contain very detailed 

and useful information on the hierarchical carbon-pore system complementary to 

the structural data obtained from adsorption analysis.  

 

4.2.3 Inhomogeneity in different NCC series 

The STC samples show significant size changes of the structures over the cross 

section of the monoliths. For the NCC samples, such behavior could not be 

observed. Although all NCC samples used in this thesis were produced using the 

same synthesis route, the scattering curves deviate for different sample series. 

Some NCC samples show significant difference in the scattering curves, depending 

on the measurement position. Figure 4.9 shows SAXS measurements for different 

positions on two cut in half NCC monolith fragments from an early NCC sample 

series not used for other experiments. It can be seen that, depending on the 

position of the measurements, the S-(10) peak height is reduced or can even totally 

vanish, while the S-(11) and S-(20) peaks are still visible. The diffuse scattering 

contribution is only slightly changed possibly due to inhomogeneous distribution 

of the micropores in the system. These changes in micropore scattering alone 

however cannot cause the drastic reduction of the peak intensity. 
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Figure 4.9: SAXS curves from two cut in half monoliths taken from the same sample series. A 

clear difference depending on the measurement position can be seen. 

Besides the change of the S-(10) peak, in some curves (Figure 4.9, curves D-F 

and H), also additional shoulder can be observed at �푞 ~ 0.6 nm−1. These peaks 

cannot be linked to the 2D hexagonal structure of the NCC sample. Hofmann et 

al.222 observed a similar behavior during adsorption experiments of fluorinated 

pentane in SBA-15. The additional peak in the filled SBA-15 structure was 
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explained by the formation of bubbles in the cylindrical mesopores. These bubbles 

are believed to create an additional periodic structure along the pore axis, with a 

similar periodicity the pore distance.222 A comparable effect could also happen in 

the carbon nanorods. The additional periodic structure could be formed from void 

space in the (not ideally cylindrical) carbon nanorods created during the synthesis 

procedure.  

 
Figure 4.10: Schematic representation of periodic structures created via void spaces inside the 

nanorods.  

 

4.3 Electrochemical performance 

All electrochemical measurements were done with an aqueous 1M CsCl solution 

as electrolyte as in several previous studies on EDLCs.20,21,34,173,199 Cyclic 

voltammetry (CV) measurements were carried out using the symmetric cell setup 

for scan rates ranging from 0.5 mV s-1 up to 500 mV s-1 in a cell voltage ranging 

between 0 V and 1.0 V. In addition, also CV measurements of the asymmetric 

setup were done in a potential window 0.6 V against an oversized quasi-reference. 

The results of the asymmetric setups did not differ noticeably from those of the 

symmetric setup. Electrochemical impedance spectroscopy (EIS) measurements 

were performed at 0 V with 5 mV rms amplitude in a frequency range between 

10 mHz and 100 kHz using the asymmetric setup. 

 

4.3.1 Performance evaluation 

The influence of the CO2 activation treatment on the electrochemical 

performance was investigated with cyclic voltammetry. In Figure 4.11, CV curves 

of the NCC and STC samples without CO2 treatment as well as the 4 hours 

activated samples are shown for different scan rates (symmetric setup). The CVs 

at low scan rates have a nearly rectangular shape, indicating a pure EDLC 

behavior. The capacitance decreases with increasing scan rate as expected, and 
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the deviation from the rectangular shape due to a serial resistive contribution 

becomes obvious. This effect is much more pronounced for the STC samples.  

 
Figure 4.11: Cyclic voltammograms of symmetrical devices (normalized to the combined mass of 

both electrodes) using untreated (a) and 4 hour activated (b) NCC samples, as well as the 
untreated (c) and 4 hour activated (d) STC samples. Reprinted with permission from Ref.142 

Copyright 2019 American Chemical Society 

Comparing the untreated (Figure 4.11a and Figure 4.11c) and the 4 hours 

activated (Figure 4.11b and Figure 4.11d) samples, it can be clearly seen that the 

capacitance is significantly increased upon activation for both material types. This 

is not surprising, since the activation process also increases the specific surface 

area (Table 4.1 and Table 4.4). The capacitance shows an almost perfect 

correlation with the specific surface area (Figure 4.12), only the increase of the 

NCC for the 0.5 h activated sample is more pronounced than the other samples. 



 

Influence of the pore structure on the rate handling capability 

 

105 

 

 
Figure 4.12: Specific capacitance (from CV with 0.5 mV s-1) vs. specific surface area (DFT) shows 

linear behavior for most samples. Only the non-activated NCC sample deviates from this linear 
behavior. 

To evaluate the rate handling capability, the specific capacitance C was 

calculated from CV measurements using scan rates in the range between 0.5 and 

500 mV s-1, according to Equation 2.13. The specific capacitance is shown in 

Figure 4.13 as a function of the scan rate for different activation times. The 

superior rate handling capability of NCC compared to the reference material can 

be best seen for the half-hour activated sample (Figure 4.13a). For low scan rates 

the NCC 0.5 sample has a lower capacitance compared to the reference material, 

but for scan rates above 200 mV s-1 this is reversed. The two-hour activated 

sample already outperforms the reference at 20 mV s-1, and the four-hour 

activated sample shows a higher initial capacitance as well as better stability than 

the reference. For the STC material, the situation is different. Only the four-hour 

activated sample shows higher capacitance than the reference material, and the 

rate handling capability of STC is overall similar to the reference sample. The 

STC 4.0 sample has the highest absolute value for the specific capacitance of all 

investigated samples at very low scan rate (0.5 mV s-1), which is expected because 

this sample also has the highest specific surface area (Table 4.1 and Table 4.4). 
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Figure 4.13: Specific capacitance (calculated from cyclic voltammograms) vs. scan rate for the 
activated NCC (a, red curves) and STC (b, blue curves) samples measured with a symmetric cell 

setup. The black curve represents the reference material (activated carbon YP80F). Reprinted 

with permission from Ref.142 Copyright 2019 American Chemical Society 

The measurements performed with a half-cell setup (Figure 4.14) show the same 

trend as the measurements using a symmetric cell setup. Although, it is worth 

noting that from the used half-cell setups (with YP80F as quasi-reference) the 

rate handling capability cannot be evaluated as reliable as from a symmetric cell 

setup. This can be explained by the fact that the activated carbon reference also 

experiences a capacitance decrease for elevated scan rates (Figure 4.13). Therefore, 

the capacitance ratio between the WE and the CE changes, which also affects the 

measured capacitance of the sample (Equation 2.8). If the investigated material 

is more stable compared to the reference electrode, the rate handling capability is 

underestimated and vice versa. Equation 2.8, which describes the capacitance of 

two serial capacitors, can easily explain this. The reduced capacitance of the 

reference electrode (under the assumption of an unchanged WE) will change the 

capacitance ratio of the WE and the CE and therefore reduces the measured 

capacitance even if the capacitance of the WE does not change. This results in an 

underestimation of the rate handling capability. If the reference electrode is more 

stable compared to the working electrode, the rate handling capability is 

overestimated due to a continuous increase of the CE capacitance compared to 

the WE. As a result, the measured rate handling capability is partly determined 

by the reference electrode in a half-cell setup. 
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Figure 4.14: Specific capacitance (calculated from cyclic voltammograms) vs. scan rate for the 

activated NCC (a, red curves) and STC (b, blue curves) samples measured with a half-cell design 
with using an oversized CE. The black curve represents the reference material (activated carbon 

YP80F). 

Using electrochemical impedance spectroscopy, it is possible to study 

electrochemical processes in a wide span of time ranges from milliseconds up to 

hours.57,74,223 The Nyquist plots (Figure 4.15) show a significantly different 

behavior of the two material types. While for NCC the curves are only slightly 

different, the STC material is strongly influenced by the CO2 activation treatment.  

 
Figure 4.15: Nyquist impedance plot of NCC (a) and STC (b) samples for different CO2 activation 

treatments using a half cell setup. The insets show the magnification of the first part. Reprinted 

with permission from Ref.142 Copyright 2019 American Chemical Society 

The equivalent serial resistance (ESR), originating from the intra- and 

interparticle resistance, as well as from electrode/current collector resistance, 

wiring, etc.,73 is similar for both material types and is not strongly affected by the 

activation process (Table 4.5). Only the sample NCC 4.0 has a slightly lower ESR. 

The similar ESR values for all the measured samples is expected because the cell 
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design, the carbon precursor and the heat treatment temperatures are similar for 

all samples. 

The equivalent distributed resistance (EDR), corresponding to the 45° part 

(Figure 4.15) of a Warburg impedance74, is also listed in Table 4.5. The EDR 

decrease slightly for the NCC materials with increasing activation. For the STC 

samples, however, the EDR is much higher for the non-activated and the 0.5 h 

activated sample, and reaches similar values as the NCC and the reference 

materials for the highest activation times. This suggests that the low-activated 

STC materials exhibit significantly different diffusive properties. 

Table 4.5: Electrical properties.  

Sample C0.5 (a) ESR (b) EDR (b) 

 (F g-1) ( cm2) ( cm2) 

NCC 0.0 50 0.12 0.59 

NCC 0.5 72 0.12 0.53 

NCC 2.0 88 0.12 0.55 

NCC 4.0 104 0.10 0.52 

STC 0.0 51 0.12 1.71 

STC 0.5 71 0.12 1.29 

STC 2.0 90 0.12 0.57 

STC 4.0 116 0.12 0.55 

YP80F 92 0.11 0.54 
(a) C0.5 specific capacitance calculated from CV at a scan rate of 0.5 mV s-1  
(b) Equivalent serial resistance (ESR) and equivalent distributed resistance (EDR) from Nyquist 

plot 

 

4.3.2 STC sample without calcination 

The STC samples described in the previous chapters were calcined at 523 K in 

air for 30 minutes.142 From comparing samples with and without this calcination 

step it turned out that this is an important step in terms of the electrochemical 

performance (capacitance and rate handling capability) of the material. 

Figure 4.16 shows that the not calcined soft templated carbon (STC_NC) 

exhibits a significantly reduced capacitance even at very low cycling rates. The 

overall capacitance is significantly lower compared to the calcined samples, 

especially for the not- and short time activated carbon. After a two-hour CO2 

activation the capacitance of the not calcined sample (STC_NC 2.0), for low scan 

rates, is comparable to its calcined counterpart (STC 2.0).  
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In terms of rate handling capability, the not calcined samples exhibit a 

drastically reduced capacitance for elevated scan rates. This results in a 

capacitance loss of ~80% (for the not- and 0.5 h activated materials) when 

increasing the scan rate from 0.5 to 10 mV s-1. Only after a two-hour CO2 

treatment, the not calcined sample reached a specific capacitance, for high scan 

rates, comparable to the calcined (but not activated) version. 

 
Figure 4.16: Specific capacitance (calculated from cyclic voltammograms) vs. scan rate for the 

activated STC_NC and STC samples (a). Relative specific capacitance (normalized to the 
capacitance at 0.5 mV s-1) versus scan rate for STC_NC and STC samples(b). The black curve 

represents the reference material (activated carbon YP80F). All measurements were done using 
an oversized counter electrode as a quasi-reference. Reprinted with permission from Ref.142 

Copyright 2019 American Chemical Society 

This behavior may be tentatively explained by a (meso)pore blocking during 

the carbonization procedure caused by remaining surfactants. The activation 

process could open up blocked pores and remove surface groups. As a result, the 

accessible surface area is increased, which also increases the electrochemical 

performance of the material. However, no further attempts were undertaken to 

quantify this hypothesis with the help of detailed structural analysis. 

 

4.3.3 Electro-wetting 

Before the actual electrochemical measurements are made, several CV cycles 

were performed. During these “conditioning” experiments, one sample behaved 

rather different. The not activated (but calcined) STC sample showed a 

continuous increase of its capacitance over many cycles. As seen in Figure 4.17a, 

the capacitance value after 5 cycles is rather low and increases dramatically after 
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additional 40 cycles. This material reached its maximum capacitance only after 

more than 100 CV cycles. After the conditioning, the capacitance was comparable 

to the not activated NCC material. This drastic increase in capacitance was only 

observed in the not activated STC material.  

 
Figure 4.17: Cyclic voltammograms of the not-activated (a) and 30 minutes activated (b) STC 

samples. The not activated sample drastically increases the overall capacitance with the cycling 
until it reaches a maximum value. The STC 0.5 reaches nearly its maximum capacitance already 

after 5 cycles. All measurements were done using an oversized counter electrode as a quasi-

reference at a scan rate of 20 mV s-1. 

The drastic increase in capacitance can be explained by a (slow) wetting of the 

electrode itself. If the electrode is not fully infiltrated with the electrolyte, the 

available surface area is reduced, which also reduces the capacitance. The applied 

potential can cause wetting of hydrophobic parts of the electrode. It is known that 

the contact angle of an electrolyte can be reduced if a potential is applied, which 

is caused by the formation of an electrical double layer at the electrode/electrolyte 

interface, leading to a reduction of the surface tension.224  

Another result of this electro wetting effect is the increase of the capacitance at 

higher potentials, seen by the deviation from an ideal rectangular shape 

(“butterfly wings”) shown in Figure 4.17a. The link between electro wetting and 

the deviation of the CV curves from the ideal rectangular shape has already been 

investigated for organic electrolytes. This deviation can be explained by the fact 

that a higher potential leads to a higher accessible surface area (caused by electro 

wetting).225,226  

Both effects, the strong increase of the capacitance upon cycling and the rather 

pronounced “butterfly wings” in the CV curve are only visible for the not-

activated soft templated sample. The 30 minutes activated STC 0.5 electrode on 
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the other hand immediately reaches its full capacitance and the CV curves are 

closer to an ideal rectangular shape (Figure 4.17b). This could be explained by a 

change of the (micro)pore surface chemistry during the high temperature CO2 

activation process.   

In contrast to the STC material, the NCC electrodes show no increase of the 

capacitance during the conditioning procedure. Even the not activated sample 

reaches its maximum capacitance immediately (Figure 4.18).  In addition, the CV 

curves are almost ideally rectangular without the pronounced butterfly wings.   

 
Figure 4.18: Cyclic voltammograms of the not-activated NCC sample. It reaches nearly its 
maximum capacitance already after 5 cycles. All measurements were done using an oversized 

counter electrode as a quasi-reference at a scan rate of 20 mV s-1. 

 

4.4 Discussion 

In Figure 4.12 it was shown that the specific capacitance increases with 

activation time for both, the NCC and the STC materials, in a similar manner. 

The rate handling capability, however, was found to depend differently on the 

activation time, being generally superior for NCC as compared to STC. This is 

visualized more clearly in Figure 4.19a-c, where the specific capacitance for each 

scan rate was normalized to the capacitance at the lowest scan rate. The NCC 

samples show a superior behavior over the reference sample for all activation times 

and even for the non-activated sample. The CO2 activation leads to only a slight 
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improvement of the rate handling capability in this material type. The STC 

material after a four-hour CO2 activation shows the highest absolute value of the 

specific capacitance for low scan rates (C0.5, see Table 4.5). However, this material 

exhibits a significantly poorer rate handling capability when no or only a short-

time CO2 activation was performed. The rate handling capability improves during 

the activation (Figure 4.19b), and reaches, after four hours of activation, a similar 

performance as the reference material YP80F. 

 
Figure 4.19: Relative specific capacitance (normalized to the capacitance at 0.5 mV s-1) vs. scan 

rate for NCC (a) and STC (b) samples as well as for the reference material (YP80F). (c) Relative 
capacitance (normalized to the capacitance measured at 0.5 mV s-1) vs. scan rate for the untreated 

and 4 hour activated NCC (red) and STC (blue) samples as well as the reference materials (black). 
(d) Relative capacitance at 100 mV s-1 (C100/C0.5) vs. EDR. Reprinted with permission from Ref.142 

Copyright 2019 American Chemical Society 

From EIS (Figure 4.15 and Table 4.5) it is found that the equivalent serial 

resistance (ESR) is nearly the same for all materials, but the equivalent 

distributed resistance (EDR) is not. As seen in Table 4.5, the NCC materials show 

only minor EDR changes with activation, but the activation process drastically 
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reduces the EDR of the STC samples. Figure 4.19d shows a plot of the relative 

capacitance C100/C0.5 vs. the EDR. There seem to be two regimes: one in which 

the EDR decreases strongly and a second one where the EDR remains constant.  

The EDR is related to ion transport into the pores of the electrode and can be 

influenced by ion diffusion velocity and the length of the diffusion pathways.74,227  

Therefore, it is necessary to consider the structural differences of the two different 

material types as well as their changes during the activation process in some more 

detail. First, the capacitance is mostly determined by the micropores, since they 

make up the major part of the specific surface area. Second, the different mesopore 

structures of the two carbon materials (see Figure 4.1) result in major differences 

concerning the accessibility of the micropores. The carbon rod structure of the 

NCC materials represent a highly interconnected mesopore space in three 

dimensions, which consequently allows for a fast ion transport within these pores 

towards the micropores located in the nanorods (Figure 4.20a). Also for the STC 

materials the electrolyte can access the micropores via the cylindrical mesopores. 

However, ion transport towards the micropores within the mesopore walls in this 

case is only possible via a one-dimensional transport of ions along the cylindrical 

mesopores. The struts forming the macropores (see Figure 4.2b and Figure 4.2e) 

have a quite high length to thickness aspect ratio, and are strongly interconnected. 

Hence, the accessibility in the STC material is possible either via micropores or 

via very long one-dimensional mesopore channels, leading to either lower diffusion 

velocity or longer diffusion pathways. Therefore, the much better rate handling 

capability of NCC as compared to STC material, particularly for the non-

activated samples or for low activation times, is naturally explained by the poor 

connectivity of the micropore network and the long 1D mesopore diffusion paths 

in STC.  

There may however be several other factors influencing the rate handling 

capability. Not only the mesopore connectivity, but also their specific volume is 

quite different for the NCC and STC samples (Table 4.1). Besides, providing 

faster diffusion, the mesopores also constitute an ion reservoir illustrated in  

Figure 4.20b. During the charging process, ions from the mesopores can diffuse 

into the micropores without the need to diffuse all the way from the macropores 

or bulk electrolyte in the separator. Since the specific mesopore volume of the 

NCC samples is considerably larger than the one of the STC samples (Table 4.1), 

a better rate handling capability of NCC would be expected due to this fact.   
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Figure 4.20: Schematic representation of ion transport in the used materials with the red arrows 
indicating the ion diffusion paths in the mesopores (a), and the ion reservoir located in the 

mesopores (b). Reprinted with permission from Ref.142 Copyright 2019 American Chemical Society 

The CO2 activation process influences the mesopore connectivity in different 

ways. In the NCC samples, the activation introduces micropores within the carbon 

nanorods but leaves the mesopore network essentially unchanged except, for the 

increase in specific mesopore volume. This explains qualitatively why for the NCC 

samples the rate handling capability does not markedly depend on the activation. 

In the STC materials, however, the micropores are located in the continuous 

carbon phase surrounding the cylindrical mesopores. Upon CO2 activation the 

specific micropore volume increases strongly which can be expected to influence 

the connectivity of the micropore network as discussed in the following based on 

the nanostructural data.  

The mean chord-length of the carbon phase �푙������ is 4.34 nm for the non-

activated STC sample (Table 4.4). Considering that the mean micropore size is 

smaller than 1 nm (see Figure 4.3f) and the microporosity is only about 20% 

(Table 4.4), it is very unlikely that the micropores can form a continuous network 
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within the solid carbon phase. This situation is completely changed for the four-

hour activated sample. Here, the mean carbon chord-length �푙������  is 0.9 nm, 

which is in the same range as the micropore size, and the microporosity is larger 

than 60%. Hence, in this case it is most likely that the micropores form an open 

network within the mesopore walls. Consequently, if the (faster, but much longer) 

ion transport through the cylindrical mesopores is outperformed by the (slower, 

but shorter) transport through the micropore network in the STC, the mesopores 

will not play a decisive role anymore. This should finally result in a three-

dimensional access of all pores via the micropore network, which should then be 

comparable to the (purely microporous) activated carbon reference material. This 

is indeed the case for the two- and four-hours activated STC material, which show 

an almost identical rate handling capability as the YP80F reference material (see 

Figure 4.19b).  

Concerning the macropore structure, we believe that the different strut 

thickness seen in the STC and NCC samples at the macropore level  

(Figure 4.2) has only a limited impact on the rate handling performance for the 

non-activated and short-time activated samples. The small amount of micropores 

can be expected to lead to a not well-connected micropore network, which is 

therefore better accessible via the cylindrical mesopores. After a longer activation 

time the micropore network is well connected and therefore, the behavior is 

comparable to activated carbon materials with a grain size of several micrometer. 

Finally, when comparing the four-hours activated STC and NCC samples, it is 

obvious that only for the NCC material the optimum benefit from the hierarchical 

pore structure is obtained, since only this structure enables fast transport via a 

3D mesopore network and very short diffusion pathways from these mesopores 

into the micropores, which eventually determine the absolute capacitance of the 

system. 

 

4.5 Conclusion 

Two hierarchically organized carbon materials with comparable cellular 

networks of macropores and a nanostructure that can be described as an inverse 

replication of each other were characterized. The soft templated carbon material 

(STC) features cylindrical mesopores arranged on a 2D hexagonal lattice similar 

to the SBA-15 type silica, with micropores within the mesopore walls. In contrast, 

the nanocast carbon (NCC) materials exhibit bundles of periodically arranged 

nanofibers with an inverted mesopore structure compared to the STC materials. 
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CO2 activation was performed to increase the amount of micropores within the 

mesopore walls. Both materials outperform a purely microporous activated carbon 

reference material in terms of specific capacitance and rate handling capability, 

demonstrating that a hierarchical pore geometry is beneficial for the 

electrochemical performance. The NCC material showed a significantly better rate 

handling capability than the STC material, particularly for short activation times. 

This is attributed to the 3D interconnected mesopores in NCC allowing fast ion 

diffusion through the mesopore space into the micropores within the carbon 

nanorods. In the STC materials the mesopores are not interconnected but long 

parallel cylinders, leading to substantially longer 1D diffusion paths for ions 

coming from outside the mesopores. The activation process increases the 

microporosity of the mesopore walls, generating eventually a percolating 

micropore network which improves the rate handling capability. In conclusion, for 

better rate handling capability, it is not sufficient to just realize a hierarchical 

pore network, but the performance strongly depends on the type of hierarchy. 
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5 Electrosorption induced electrode expansion 

In this chapter, electrosorption induced dimensional changes in supercapacitor 

electrodes, made of ordered mesoporous carbon, are discussed. By using a 

combination of electrochemical dilatometry and in situ small-angle X-ray 

scattering it was possible to track electrode expansion and shrinkage on the 

nanometer and the macroscopic scale. Large parts of Chapter 5 have already been 

published in Ref.199 

 

5.1 Motivation 

An important side effect caused by ion electrosorption is the volumetric 

expansion of the carbon electrodes during operation. Although electrode 

deformation is usually much smaller as compared to batteries,228 repeated 

expansion and contraction of the electrode may contribute towards electrode 

degradation. Moreover, this deformation must not necessarily be unwanted, as it 

opens a facile way to build highly efficient bilayer actuators of astonishing 

simplicity.229,230 So far, dimensional changes of electrodes in EDLCs were analyzed 

using in situ dilatometry or atomic force microscopy.35,141,231–234 In situ dilatometry 

was even proposed as a method of choice to investigate ion transport in and out 

of the electrode pores to gain insight on ion-size effects and optimized 

electrolyte/electrode combinations.141 However, studies trying to relate volume 

changes unambiguously to ion concentration and ion-size related steric effects are 

contradicting.232 In Li-ion battery electrode swelling, Li intercalation plays by far 

the dominant role. In contrast, in porous supercapacitor electrodes, several 

contributions may be of the same order of magnitude, including electronic effects 

on the surface carbon atoms caused by electrosorbed ions.232,235,236 In order to 

exploit the full potential of in situ dilatometry for studying ion charge storage and 

transport phenomena, those contributions have to be identified and understood 

in detail. 

X-ray scattering is considered advantageous in studying electrosorption-induced 

pore swelling in EDLCs, as it can probe concurrently the microscopic strain of the 

carbon and the ion location within the nanopores. For disordered nanoporous 

carbons the crystalline order is usually too low to enable X-ray diffraction for the 

quantitative study of expansion/contraction processes. In the small-angle 

scattering regime, pore swelling is a second order effect which is hardly extractable 
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from the data.20 Therefore, a tailored carbon material with an ordered mesoporous 

structure, giving rise to sharp Bragg reflections from the mesopore lattice in the 

SAXS regime was used, comparable to the NCC material described in Chapter 4. 

This material allows analyzing the electrosorption induced strain at the mesopore 

level via the shift of a distinct diffraction peak. In this chapter, an in situ approach 

of studying the microscopic (by in situ SAXS) and macroscopic (by in situ 

dilatometry) swelling behavior of carbon based supercapacitor electrodes with 

ordered mesopores and different amounts of disordered micropores is presented.  

 

5.2 Materials characterization 

Two nanocast carbon materials were used for this experiment: a not activated 

sample (NCC_ISS) and a one-hour CO2 activated sample (NCC_ISS A).  

Table 5.1 lists the structural parameters of the used samples. 

Table 5.1: Structural paramaters and specific capacitance of the used as synthesized (NCC_ISS) 

and activated (NCC_ISS A) sample. All values obtained from electrodes containing 10 mass% 

PTFE binder.  

Sample  STotal (a) S0.63-1.3 
(a)

 Vpore (b) Vmicro 
(b)

 Vmeso 
(b)

 d (c) C (d) 

  (m2 g-1) (m2 g-1) (cm3 g-1) (cm3 g-1) (cm3 g-1) (nm) (F g-1) 

NCC_ISS 742 113 0.48 0.19 0.29 8.34 56 

NCC_ISS A 991 250 0.59 0.29 0.30 8.34 68 
(a) Total specific surface area STotal and specific surface are for pores in the range between 0.63 nm 

and 1.3 nm S0.63-1.3 calculated from N2 and CO2 adsorption isotherms using QSDFT assuming slit 
pores. 
(b) Total pore volume Vpore calculated at relative pressure 0.95 p/p0. Micropore volume for pores 

smaller 2 nm Vmicro. Mesopore volume for pores in the range between 2 nm and 30 nm Vmeso  
(c) Lattice spacing d was calculated from the non-electrolyte-filled (empty) electrode. 
(d) Capacitance values were obtained from cyclic voltammetry at 1 mV s-1 with 1M CsCl in the 

range of ±0.6 V vs. carbon. 

 

5.2.1 Gas adsorption analysis 

Gas adsorption analysis experiments were performed by Nicolas Jäckel (INM 

Saarbrücken, Germany) using an Autosorb iQ system (Quantachrome) with liquid 

nitrogen (77 K). The electrodes were degassed at 102 Pa and 423 K for 10 h. 

Isotherms were recorded at relative pressures (p/p0) from 5∙10-7 to 1.0 in 58 steps. 

The specific surface area was calculated with the ASiQwin-software using the 
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quenched-solid density function theory SSA (QSDFT-SSA) assuming slit pores. 

Values for the total pore volume correspond to p/p0 = 0.95. Carbon dioxide 

sorption was carried out at 0 °C in the relative pressure range from 1∙10-4 to 

1∙10-2 in 40 steps. SSA (Table 5.1) and pore size distribution (PSD, Figure 5.1) 

were calculated for pore sizes between 0.3 nm and 1 nm with the ASiQwin 

software using nonlocal density functional theory (NLDFT). The total PSD from 

0.3 nm to 30 nm was incremented by a linear approximation of the calculated 

pore volume (CO2-sorption-derived PSD was used up to a pore size of 0.9 nm and 

N2-sorption-derived PSD for pores larger than 0.9 nm) to an equidistant point 

density of 0.1 nm in the range 0.3-5.0 nm and a point-to-point distance of 1 nm 

for pores larger than 5 nm. 

The differential PSD of the NCC_ISS material shows two distinct peaks, one 

in the micropore region at ~0.5 nm and one in the mesopore region at ~3 nm. 

Activation increased the amount of the smallest pores, and an additional 

micropore population at ~1 nm appeared, while the amount of mesopores 

remained essentially unchanged.  

 
Figure 5.1: Cumulative specific pore volume and differential pore size distribution of the carbon 
electrodes containing 10 mass% PTFE binder, determined from CO2 and N2 sorption isotherms. 

Reprinted with permission from Ref.199 Copyright 2017 American Chemical Society 
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5.2.2 Electrochemical characterization 

Cyclic voltammetry of the NCC_ISS and the NCC_ISS A electrodes was 

performed in 1M CsCl and 1M LiCl aqueous electrolyte using the in situ 

supercapacitor cell (Figure 3.2). All measurements were done with an asymmetric 

cell setup using an oversized activated carbon counter electrode as a quasi-

reference (half-cell design, see Chapter 2.2). Figure 5.2 shows the typical behavior 

of a pure EDLC device without any pseudo-capacitive contributions. As expected, 

the mass- specific capacitance of the NCC_ISS A electrode is higher than the one 

of the MC electrode due to the increased SSA (Table 5.1). 

 
Figure 5.2: Cyclic voltammetry measurement of both electrode materials with 1 mV s-1 scan rate 

in 1 M CsCl and 1 M LiCl aqueous electrolyte using a half cell design. Reprinted with permission 
from Ref.199 Copyright 2017 American Chemical Society 

 

5.2.3 In situ electrochemical dilatometry 

Electrochemical dilatometry was performed by Nicolas Jäckel (who published 

these results in his PhD thesis237) using an ECD-2-nano dilatometer (EL-CELL). 

The cell uses an oversized counter electrode as a quasi-reference, similar to the 

setup used for in situ SAXS measurements. The working electrode was loaded 

with a constant force of 1 N and the strain was tracked with a DP1S displacement 

transducer (Solartron Metrology, accuracy ±15 nm). 
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5.3 In situ SAXS 

5.3.1 SAXS data evaluation 

Figure 5.3 shows the well resolved Bragg reflections in the SAXS curve 

necessary for the evaluation of the electrosorption induced volume change. The 

main reflection corresponding to a lattice spacing of d = 8.34 nm which did not 

change upon activation, although the Bragg peak from the activated sample 

became broader indicating that the mesopore order is somewhat reduced by the 

activation process. The diffuse scattering below the Bragg peak originates from 

the disordered micropores. The increase of the intensity at large q as a consequence 

of activation (Figure 5.3), being proportional to the increase in SSA via Porod’s 

law,82 is in good agreement with gas sorption analysis Table 5.1. 

 

 
Figure 5.3: SAXS curves of the dry electrodes and schematic drawing of the carbon rods with 

lattice spacing d calculated from the (10) Bragg peak position. Reprinted with permission from 
Ref.199 Copyright 2017 American Chemical Society 

Fitting of the first order Bragg peak (10) for the different applied voltages was 

done as follows: In the first step the constant background, which changes due to 

the change of ion concentration, was determined in the q-range from 7 nm-1 to 9 

nm-1 by employing Porod’s law.82 In the second step, the sum of a lognormal 

distribution and a power law were fitted to the data between 0.5 nm-1 and 2.0 nm-

1, where the power law captured the changes of the diffuse scattering from the 

micropores. The Bragg-peak position was determined from the maximum position 
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q0 of the fitted log-normal function. Strain as a function of applied voltage was 

determined by calculating the relative shift of this peak position with respect to 

its position at 0 V. To reduce the noise level, the peak positions from 10 

consecutive SAXS curves were averaged. All data treatments were done with the 

software package Igor Pro 6.37 (WaveMetrics). 

 

5.3.2 Beam stability 

Since the volumetric changes in supercapacitor electrodes are extremely small, 

it is necessary to guarantee stable experimental conditions. The evaluation of the 

strain for example relies on the exact determination of the beam center. If the 

beam center is not accurately determined, the azimuthal integration leads to a 

shift and broadening of the peak. Therefore, the position of the X-ray beam has 

to be stable during the entire experiment. In one of the experiments, the position 

of the X-ray beam was not stable enough. As a result, it was not possible to 

accurately evaluate the strain of the electrode during charging and discharging. 

Figure 5.4 shows significant drops of the calculated peak positions because of the 

shifted beam. 

 
Figure 5.4: Peak position of the (10) peak in a not-activated NCC sample during a CV 

measurement. 

In a first attempt to evaluate these shifts, it was tested to determine the beam 

center for each measured frame before azimuthally integrate the frame. Therefore, 

the beam center was determined using the (10) ring (Figure 5.5) originating from 

the ordered structure of the carbon nanorods. Due to the setup, not the whole 
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ring was visible, reducing the accuracy with which the position of the beam center 

could be evaluated. The (11) ring and the (20) ring were too weak to adequately 

fit the beam center. Therefore, it was not possible to accurately analyze the data. 

 
Figure 5.5: Magnification of the detector image during an in situ experiment. The dashed circles 

marks the position of the (10), (11) and (20) peaks of the hexagonally ordered structure of carbon 
nanorods in a NCC sample. 

In an additional experiment the beam center position was tracked using silver 

behenate (AgBeh).238 Since AgBeh has more (sharp) peaks in the SAXS regime 

compared to the used NCC sample, the beam center can be calculate very 

precisely. For future measurements, it could be helpful to place an AgBeh sample 

behind the measured sample to keep track of the beam position. 

Fortunately, for the measurements shown in this chapter, it was not necessary 

to calculate the position of the beam center for each frame individually, because 

its position was very stable during entire the experiments. 

 

5.3.3 Measurements with a lab source 

In addition to the experiments performed at the Austrian SAXS beamline, it 

was also tried to measure the electrosorption induced electrode deformation with 

a lab instrument (Nanostar, Bruker AXS). This instrument is equipped with a 

Cu K microfocus X-ray source and a Vantec 2000 detector. The detector is 

movable and was set to a distance of 105 cm away from the sample. This 

guarantees a good resolution in the peak range. The experimental setup is shown 

in Figure 5.6. 



 

Electrosorption induced electrode expansion 

 

124 

 

 
Figure 5.6: (a) Measurement setup for the in situ measurements using a Nanostar (Bruker, AXS) 

lab instrument. (b) Setup inside the sample chamber. The vacuum nose is necessary to enable 

measurements under ambient conditions. 

The strain vs. potential curve obtained from this experiment (Figure 5.7) 

suggests an asymmetric expansion behavior for positive and negative potentials 

and proofs that it is in principle possible to track electrode deformation with this 

instrument. This method has significant drawbacks compared to experiments 

performed at a synchrotron radiation facility. Due to the reduced photon flux of 

the lab sources (several orders of magnitude lower), the time resolution is in the 

range of 15 minutes (compared to a time resolution in the range of seconds at the 

Austrian SAXS beamline). In addition, the achievable statistic is limited. As a 

result, these measurements are limited to preparation measurements for the actual 

experiments performed at a synchrotron radiation facility. 
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Figure 5.7: Strain vs. potential of the NCC_ISS A sample during a CV measurement with a scan 

rate of 0.2 mV s-1 using a 1M CsCl aqueous electrolyte (measured with a lab instrument)  

 

5.3.4 Electrode wetting 

To perform an in situ SAXS experiment on an operating supercapacitor, it is 

important that the electrode is entirely filled with electrolyte. This was the case 

for the NCC_ISS and NCC_ISS A samples. For the not-calcined STC samples, 

the situation was different. In a disassembled in situ cell it was observed that the 

electrode showed a dry area (Figure 5.8). As a result, there was no electrolyte 

inside the irradiated electrode volume. Therefore, it was not possible to perform 

in situ SAXS and X-ray transmission measurements with this sample.  

 
Figure 5.8: Disassembled in situ cell with a not-calcined STC electrode. The area inside the red 
circle is not soaked with electrolyte. 
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5.4 Results  

In order to quantify the volumetric changes of the working electrode during 

charging and discharging, the change of the peak position (Figure 5.9) was 

measured in situ, providing the lattice strain as a function of the applied voltage.  

 
Figure 5.9: Visualization of the (10) peak position for 0 V and 0.6 V for NCC_ISS A with aqueous 

1M CsCl. Reprinted with permission from Ref.199 Copyright 2017 American Chemical Society 

These “nanoscopic” strains from the swelling of the mesopore lattice were 

compared to macroscopic strains derived from in situ electrochemical dilatometry 

performed on electrodes made from the same material. The results are shown in 

Figure 5.10 for two different aqueous electrolytes (1M CsCl and 1M LiCl). As the 

electron densities of the cations in these two salts are different, this approach 

represents a kind of contrast variation. A similar approach (although with other 

salts) turned out suitable to systematically analyze the changes in disordered 

carbons during in situ SAXS.20 As shown in Figure 5.10a and Figure 5.10b, for 

the NCC sample, there is a good correspondence between the SAXS and the 

dilatometry measurements for both electrolytes. Both methods show slightly 

asymmetric curves with higher strain at negative potentials, which is already 

known from literature232,233,235,239 and is in good agreement with measurements 

performed with the lab instrument (Figure 5.7). The good qualitative and 

reasonable quantitative agreement between strains from SAXS and dilatometry 

suggests that the tiny peak shifts (Figure 5.9) are in this case not obscured by 

contrast induced changes of the SAXS curves due to the rearrangement of ions.20 
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Figure 5.10: Strain vs. potential from in situ SAXS (red) and in situ dilatometry (black) for 

NCC_ISS with aqueous 1M CsCl (a), NCC_ISS with aqueous 1M LiCl (b), NCC_ISS A with 

1M CsCl (c), and NCC_ISS A with 1M LiCl (d). All strain curves were recorded with a scan 
rate of 1 mV s-1. Reprinted with permission from Ref.199 Copyright 2017 American Chemical 

Society 

The agreement is less satisfactory for the NCC_ISS A sample shown in Figure 

5.10c and Figure 5.10d. The strain curves measured with dilatometry are 

pronouncedly asymmetric, but similar for the two electrolytes. In the strain curves 

obtained from SAXS, a distinct dependence on the used electrolyte can be 

observed. For aqueous 1M CsCl, the SAXS curve is highly asymmetric, even 

exceeding the asymmetry of the dilatometry curve. For aqueous 1M LiCl however, 

the shape of the SAXS curve is almost symmetric. To be more precise, for positive 

applied voltage, the strain curves from SAXS are similar for both electrolytes and 

qualitatively consistent with the findings from dilatometry. For negative potential 

and aqueous 1M CsCl, the maximum SAXS strain exceeds the one from 

dilatometry by almost a factor of 1.5, while for LiCl the situation is reversed. It 

is possible that these differences are caused by contrast effects due to local ion 

rearrangement,34 since upon charging counter-ions will accumulate near the carbon 

strut surface and within the micropores. At negative polarization, the carbon 
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pores are populated dominantly by Cs+ and Li+, respectively, whose electron 

densities are strongly different. Therefore, we expect so-called “pseudostrains” 

influencing the measured peak shift.240 The deviation from the macroscopic strain 

measured by dilatometry depends on the counter-ion electron density and the 

amount of micropores within the carbon struts. Considering additionally a higher 

strain at negative voltage as compared to positive voltage in the NCC_ISS A 

sample as suggested from dilatometry, the data become qualitatively consistent. 

 

5.5 Discussion 

An asymmetric shape with higher strains for cation electrosorption as compared 

to anion electrosorption has been reported for in situ dilatometry studies on 

carbon electrodes before.141,241 Using in situ SAXS and carbon materials with an 

ordered mesopore structure, it is shown here experimentally that this strain 

unambiguously originates from the micro-/mesopore scale by evaluating the shift 

of a Bragg reflection from the ordered mesopore lattice. The magnitude and the 

asymmetry of the strain with respect to the sign of the applied voltage was found 

to depend on the amount of micropores within the otherwise identical carbon 

nanorods of the model material. Therefore, ion size effects can be rejected to be 

exclusively responsible for the asymmetry, implying that the overall strain must 

be a combination of at least two individual effects. First, an increase in the total 

(cation plus anion) concentration upon electrode charging,20 either globally (in all 

micro- and mesopores) or locally (only in sites with high degree of confinement34), 

would lead to a positive osmotic pressure and thus to an expansion for both, 

positive and negative polarizations.35,239 A second effect being in the right order of 

magnitude is the variation of the C-C bond length. Electron/hole doping during 

electrode charging influences the band structure and hence the length of the C-C 

bonding.235,242 Applying a negative potential elongates the bonding, which in 

consequence leads to an expansion, and vice versa. Such effects have been 

explicitly calculated for a simple model of the axial elongation of cylindrical 

nanopores with an ionic liquid as electrolyte, and have been successfully compared 

with experiments.239  

Adding to this, here it is shown that an increase of microporosity (corresponding 

to an increase of the relative amount of surface carbon atoms) strongly enhances 

this asymmetry, being in good agreement with previous studies on different carbon 

materials.232 A simple estimation of two strain contributions (symmetric and 

asymmetric) supports the prediction that asymmetric swelling is a surface related 
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effect and caused by electron/hole doping. Comparing the two carbons 

investigated in this chapter reveals a just slightly changed symmetric strain 

contribution (osmotic pressure) and roughly a doubling of the asymmetric 

contribution (electron/hole doping) in the micropore rich carbon (Figure 5.11). 

This corresponds roughly to the doubling of the micropore surface area in the pore 

size range between 0.63 nm and 1.3 nm (where the biggest change occurs) due to 

the activation process (Table 5.1). This is indeed expected since the influence of 

electron/hole doping should roughly scale with the surface area.  

 
Figure 5.11: Linear strain approximation of the two main contributions electron/hole (green dots) 

doping and osmotic pressure (blue dots) for the NCC_ISS (a) and the NCC_ISS A (b). The red 
dots show the sum of the two contributions. The dashed lines do not show fitted curves 

 

5.6 Conclusion 

It was demonstrated that hierarchical carbons with hexagonally ordered carbon 

nanorods are useful model materials to investigate dimensional changes of 

supercapacitor electrodes during operation. The unique combination of a tailored 

material and novel in situ techniques makes the pore strain accessible on different 

length scales. The use of different electrolytes containing ions with different 

electron densities represents a contrast variation approach, which allowed to 

qualitatively separate X-ray contrast effects from real strains. By also performing 

in situ electrochemical dilatometry, it was possible to compare macroscopic 

swelling with dimensional changes on the length scale of the ordered mesopores. 

The investigation of two materials with different PSDs revealed that the amount 

of micropores inside the carbon nanorods considerably influences the polarization 

dependent magnitude of dimensional changes during operation. 
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6 Ion specific concentration change analyzed by 

ASAXS 

In this chapter, in situ anomalous small-angle X-ray scattering (ASAXS) is 

evaluated as a method to extract both, real-time structural and ion-specific 

chemical information from one single experiment. Large parts of Chapter 6 have 

been submitted for publication.  

 

6.1 Motivation 

The most crucial requirement for the further improvement of EDLC electrodes 

is a comprehensive understanding of processes taking place in the complex 

nanopore space, and their impact on the electrochemical performance. For 

instance, a generally still unanswered question are the factors determining 

different ion storage mechanisms such as counter-ion adsorption, co-ion expulsion, 

or ion exchange.21,243 Answering this question demands for high-resolution 

experimental techniques that not only allow comprehensive characterization of 

the nanopore structure beyond size distributions based on pore shape assumptions, 

but also the in situ monitoring of the local and global kinetics of the ions within 

the pore space and their preferred adsorption sites. Nuclear magnetic resonance 

(NMR),36 electrochemical quartz crystal microbalance (eQCM),244 and X-ray 

transmission (XRT)21 have been employed for in situ studies within the recent 

years, providing crucial experimental data for the validation of theoretical 

predictions and numerical simulations.32,245–247 eQCM and XRT, being sensitive to 

the mass and the X-ray absorption coefficient of the electrode, respectively, can 

only detect the net concentration of both, cations and anions. Therefore, 

complementary information, e.g. on the overall accumulated charge, is necessary 

to calculate cation and anion concentration changes separately as a function of an 

applied potential.20,244 In addition, possible accompanying volume changes in the 

electrode material  due to electrosorption induced deformation (see Chapter 5) 

and/or concentration changes of the solvent must either be known or be negligible 

to achieve interpretable results.20,36,244 In contrast to eQCM and XRT, 

spectroscopic techniques like NMR are highly element-specific and provide local 

information on whether a specific ion type is preferentially adsorbed. However, 

they do not provide structural information comparable to SAXS measurements. 

Combinations of eQCM or XRT with NMR appear to be difficult, because 
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different cell geometries and different electrode volumes hamper a direct 

comparison of the results.21 

Here, in situ anomalous small-angle X-ray scattering (in situ ASAXS) is 

presented as a powerful approach that fully utilizes the advantages of SAXS, and 

at the same time eliminates its main drawback concerning the lack of element 

sensitivity. In situ ASAXS provides simultaneous real-time structural and 

chemical information by combining SAXS with the principle of absorption 

spectroscopy by utilizing the change of the scattering power of a resonant element 

near its adsorption edge. 

 

6.2 In situ ASAXS 

6.2.1 Material characterization  

Material: For all measurements shown in this chapter, an ordered mesoporous 

carbon material produced via nanocasting with an additional CO2 activation 

procedure (2 hours at 925°C) was used (NCC_ISAS). The electrode preparation 

was done according to Chapter 3.1. The structural parameters are shown in Table 

3.1 and Table 6.1.  

Table 6.1: Characterization information of the sample used for all ASAXS studies 

Activation time SDFT (a) Vmicro 
(b)

 Vmeso 
(b)

 d50 (d25-d75) (c) C (d) 

(h) (m2 g-1) (cm3 g-1) (cm3 g-1) (nm) (F g-1) 

2.0 1155 0.45 0.58 2.40 (1.26-3.00) 95 
(a) Specific surface area obtained from NLDFT using nitrogen adsorption isotherms 
(b) Micro- (Vmicro, pores < 2 nm) and mesopore volume (Vmeso, 2 nm < pores < 30 nm) 
(c) Volume-weighted median of the pore size d50 including the 25th and 75th percentile of the pore 

width (d25 and d75),186 
(d) Capacitance values were obtained from cyclic voltammetry at 0.5 mV s-1 with 1M RbBr in the 
range of ±0.6 V vs. carbon. 

 

Electrochemical characterization: Figure 6.1 shows cyclic voltammetry 

measurements for two different scan rates (0.5 mV s-1 and 2 mV s-1). It can be 

seen that the capacitance is higher for negative potential. This can be tentatively 

explained by a smaller (bare) ion size of Rb+ compared to Br- leading higher 

accessible surface area for the Rb+ ion.129,248 
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Figure 6.1: Cyclic voltammetry for 0.5 mV s-1 and 0.5 mV s-1 scan rates using 1 M RbBr as 

electrolyte. Measurements were performed with an oversized CE as a quasi-reference 

 

6.2.2 In situ ASAXS 

ASAXS utilizes the energy dependence of the atomic scattering factor  of a 

specific element near its absorption edge (Equation 2.49) to obtain element 

specific information in systems containing more than two mesoscopic phases.100,107 

Figure 6.2a shows the anomalous scattering factors of Bromine (Br) and Rubidium 

(Rb),249 which are present in the used electrolyte (1M RbBr). The imaginary part ′′ is related to the X-ray absorption coefficient and is essentially constant at 

energies below the absorption edges (dashed vertical lines). The effective number 

of electrons of the resonant ion is however reduced in this region. Consequently, 

several SAXS measurements at different photon energies below the absorption 

edge of the resonating ion (indicated by black circles in Figure 6.2a) allow to 

change its effective electron number by roughly 10% (considering that Br- and 

Rb+ having the same number of electrons, �푓0 = 36).  

The ASAXS measurements were performed at four different energies below the 

Br and the Rb edge (Figure 6.2). For measurements at the Rb edge fluorescence 

contributions and the change of  ′ can significantly influence the result of the 

data separation. To reduce these influences, only the three measurements closest 

to the absorption edge were used for data evaluation.  
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Figure 6.2: (a) Real- (f‘) and imaginary (f‘‘) parts of the energy dependent anomalous scattering 

factor as a function of the photon energy for Br and Rb.103 The vertical dashed lines mark the 

absorption edges (Br: 13474 eV; Rb: 15200 eV) and the black dots are the energies of the 
performed ASAXS experiments. (b) Chronoamperometry measurements with the yellow boxes 

indicating the time period needed to perform the ASAXS measurements at the 8 different energies 
marked in (a). The accumulated charge for positive applied potentials is lower than for negative 

potentials. This is consistent with CV measurements (Figure 6.1). 

 

6.3 Data evaluation 

6.3.1 Effective f’ and f’’ values 

The position of the absorption edge, as well as ′ and ′′, necessary for the data 

analysis, are tabulated for all elements.103 As seen in Equation 2.55, the measured 

scattering intensity strongly depends on the real and imaginary part of the 

scattering factor. Instrumental shifts (in particular regarding absolute energy 

calibration of the monochromator) as well as a chemical shift of the absorption 

edge lead to deviations from the theoretical calculations. For the evaluation of 
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ASAXS measurements the exact position of the absorption edge as well as the 

resulting shifts of the ′ and ′′  function have to be taken into account. The 

measurements of the absorption edge revealed a shift of 3 eV for both ion species 

(Br- and Rb+) contained in the used electrolyte. If not corrected, this shift leads 

to wrong values of ′ and ′′ and in further consequence to an error in the data 

analysis. In addition to this shift, the monochromator at ID02 has a limited energy 

resolution of  
∆ = 2 ∙ 10. 

The effective values �푓′	NN  and �푓′′	NN  were calculated by weighting the shift 

corrected theoretical curves of f’ and f’’ by a Gaussian energy distribution  
(Table 6.2).250 For all data evaluation procedures corrected values �푓′	NN  and �푓′′	NN 
were used.  

These corrections only slightly influence the measurements far away from the 

absorption edge, but need definitely to be taken into account in the close 

proximity of the absorption edge. 

Table 6.2: Original and effective scattering factors 

Energy  E(a) f’ f’eff f’’ f’’eff 

(eV) (eV)     

12871 Br -600 -2.636 -2.640 0.551 0.550 

13271 Br -200 -3.683 -3.696 0.521 0.520 

13431 Br -40 -5.231 -5.306 0.509 0.509 

13463 Br -8 -6.730 -7.130 0.508 0.529 

14997 Rb -200 -3.741 -3.756 0.525 0.525 

15157 Rb -40 -5.295 -5.370 0.515 0.515 

15189 Rb -8 -6.790 -7.220 0.518 0.578 
(a) Energy difference with respective to the measured Rb and Br absorption edge 

 

6.3.2 Data separation 

For experiments performed below the Br edge, the absence of any (energy 

dependent) fluorescence radiation allows a straightforward separation of the three 

scattering contributions using Equation 2.56. The calculation of the resonant 

scattering curve was performed by using all four energies as well as each possible 

subset of three different energies. The resulting set of four curves was then 

averaged to obtain the final resonant scattering curve (Figure 6.3).  
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Figure 6.3: Resonant scattering calculated from measurements at different energies. 

The fact that the Rb edge is quite close to the Br absorption edge (Figure 6.2) 

leads to a significant contribution of Br-fluorescence for the ASAXS experiments 

at the Rb edge, as shown in Figure 6.4. This additional q-independent, but energy 

dependent contribution in the SAXS data can dramatically change the calculated 

resonant scattering contribution. The voltage dependent scattering intensity from 

anion and cation concentration changes, together with the unknown voltage and 

energy dependent fluorescence from Br- ions in the electrode prevents an exact 

solution of Equation 2.56.107  

 
Figure 6.4: Scattering curves measured below (red curve) and above the absorption edge (blue 

curve) of Br. It can be seen that the fluorescence plays a big role for higher q values.. In the range 

of the (10) peak the constant background from fluorescence is small compared to the scattering 

intensity. Both curves are normalized to 1 at q=0.5 for better visibility of the fluorescence 

background. 
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The influence of the fluorescence on the calculation of the resonant scattering 

contribution will be discussed using the quadratic fit method (Equation 2.57) for 

a single set of intensities measured at the Rb edge.  

The overall value of the fluorescence has no impact on the calculated resonant 

scattering curve, the change of the fluorescence contribution on the other hand 

can have a substantial impact on the solution of Equations 2.56 and 2.57. If a 

constant contribution is added to or subtracted from each measured point, it 

results only in an increase or decrease of the non-resonant contribution 

(Equation 2.57). This is shown in Figure 6.5, where from each point of a measured 

data set (black squares) an artificial fluorescence value (corresponding to the 

estimated fluorescence level at �푞 = 8 nm−1) is subtracted (red triangles). The 

calculated resonant intensity  is not affected. Only the value of  is reduced 

by this subtraction, which is expected from Equation 2.57. If the fluorescence 

value is not constant, but scales (e.g. linear) with the energy, there is also a change 

of the calculated resonant intensity . This is illustrated in Figure 6.5: the blue 

triangles show a fluorescence background that decreases (artificially) linear with 

increasing energy. It can be clearly seen that in this case not only the non-resonant 

term , but also the cross term and the resonant term  change.  

 
Figure 6.5: Representation of the influence of Br fluorescence subtraction on the calculated 

resonant scattering contribution at the Rb edge for q=0.31 nm-1. When a constant value is 

subtracted from the measured intensities (black squares), only the non-resonant contribution F02 

changes (red triangles). In reality, the fluorescence is energy depended. The blue curve shows the 

result under the assumption of a linear (with energy) decreasing fluorescence contribution. It can 
be seen that this deviation from the ideal case leads to a change of the calculated resonant 

contribution. This effect is more pronounced for high q-values. 
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In reality, the fluorescence is energy depended, and only if the fluorescence 

radiation remains essentially constant within the energy window chosen for the 

ASAXS experiment, a reliable separation of the non-resonant and resonant 

scattering is possible. To keep the Br-fluorescence level for the ASAXS 

measurements at the Rb edge as constant as possible, a strongly reduced energy 

range of 192 eV with only three energies (as compared to 592 eV at the Br edge, 

with four energies) was used. Because of the reduced number of energies used and 

the fluorescence contribution, data obtained at the Rb edge are much noisier and 

have therefore been smoothened (adjacent averaging). The results obtained from 

the measurements at the Rb absorption edge are therefore not as reliable as the 

ones from the Br edge where no fluorescence contribution is present. It has to be 

noted, that in addition to the fluorescence radiation from Br, also the anomalous 

scattering factor f ’ of Br is not perfectly constant in the chosen energy interval, 

leading to a similar effect as the fluorescence. All calculations in this chapter were 

performed using Equation 2.56 under the assumption of a constant fluorescence.  

 

6.3.3 Radiation damage 

Radiation damage is a well-known issue when performing X-ray scattering 

experiments at high brilliance synchrotron radiation sources like the ESRF.251,252 

To estimate the possible influence of radiation damage during the ASAXS 

experiment, repeated measurements after different irradiation times with the 

synchrotron beam have been compared to the initial measurements. Figure 6.6 

shows the initial SAXS curve (red line) as well as an advanced measurement 

(~372 seconds irradiated) at the same voltage (blue line). It was observed that 

the damage causes two major changes in the SAXS curve: an intensity drop by a 

q-independent factor proportional to the irradiation dose as well as a slight 

increase of the constant background with irradiation. The exposure dose between 

the shown curves is ~100 times higher than between the ASAXS measurements 

performed at each individual potential step and twice the dose between two 

potential steps. Therefore, within an individual ASAXS energy scan, the impact 

of radiation damage can be neglected. 
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Figure 6.6: Radiation damage: (a) the red line shows the initial measurement and the blue line 
represents the same sample after a long exposure time. With a simple combination of a constant 

background increase and an intensity drop by a constant factor, the radiation damage can be 

nearly compensated (dashed black line). (b) Kratky plot for the measured curves as well as the 
corrected curve. 

To evaluate the influence of the radiation damage on the results from different 

ASAXS experiment at different applied potentials, it is helpful to look at 

Equation 2.57 again. Similar to the fluorescence contribution, an increased 

constant background has no influence on the resonant scattering intensity. The 

intensity drop due to radiation damage on the other hand will change both, the 

resonant and the non-resonant scattering intensity by the same percentage. Since 

the intensity decreases roughly linearly with irradiation dose, the accumulated 

dose being known for each measured SAXS pattern from the accumulated monitor 

signal at the beamline, all results shown could be corrected for radiation damage 

under his assumption.  

 

6.4 Results and discussion 

The SAXS data at a given energy (Figure 6.7a) show an increase of the intensity 

at +0.6V and a corresponding decrease at -0.6 V as compared to the neutral case 

at 0 V, with some q-dependent differences. If we recall that Br- and Rb+ have the 

same number of electrons (f0 = 36), and the anomalous contributions are small at 

this energy, a pure ion replacement mechanism is not compatible with these 

changes.  
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Figure 6.7: SAXS profiles from the working electrode at different applied potentials and a photon 

energy of 12871 eV (a), and at different photon energies close to the Br edge at a potential of 0 V 

(b). For a better visualization of the Bragg peaks insets showing Kratky plots82 (I(q)q2 versus q) 
are included. The peaks originate from the hexagonally ordered carbon nanorods, which are shown 

schematically in (a) 

In previous work on disordered microporous carbon electrodes, a strategy was 

developed how to evaluate such data towards the local ion configuration within 

the micropore network with the aid of real space pore models combined with 

Monte Carlo simulations.34 However, the global ion concentration was an 

experimental input parameter (obtained from XRT).21 Therefore, the voltage 

dependent global concentration for each ion species via ASAXS is highly desirable. 

The SAXS experiments at different energies (Figure 6.7b) show a small but 

systematic dependency of the scattering intensity on the photon energy. 

The separation of the non-resonant and the resonant scattering contribution 

was performed by solving a linear system of equations,104 as already described in 

Chapter 2.6.1. The non-resonant scattering intensity (Figure 6.8 black curve) 

contains the usual SAXS information from all species within the irradiated volume, 

i.e., anions, cations, the solvent, and the electrode material itself. In contrast, the 

resonant scattering curve (Figure 6.8 red curve) contains information on the 

spatial arrangement of the resonant ion only, as illustrated schematically in the 

corresponding inset. First, it should be noted that the magnitude of the resonant 

term is about two orders of magnitude smaller than the one of the non-resonant 

term, which gives an indication on the high demands with respect to the required 

data quality for an ASAXS experiment. Second, the shapes of the resonant and 

non-resonant scattering curves are in general quite similar (Figure 2.21 shows a 

direct comparison of the non-resonant and resonant scattering intensity of this 

sample). Therefore, the focus in this thesis is first on the total (integrated) 
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intensity changes of the resonant scattering curves with applied potential and not 

on the attempt to evaluate the details of the resonant scattering curves. 

 
Figure 6.8: Non-resonant (black) and resonant (red) ASAXS intensity at the Br edge and a 
potential of 0 V. The insets show schematic representations of the respective scattering 

contributions (black: carbon, red: Br-, blue: Rb+; the solvent water would also be contributing to 

the non-resonant scattering, but is not shown for clarity). 

For Br- (Figure 6.9a) the resonant scattering curves show a significantly stronger 

intensity decrease for negative potential (-0.6 V), as compared to the intensity 

increase for positive potential (+0.6 V). There is also a slight change from the 

first to the second measurement at 0 V, which was performed to have an internal 

monitor for possible radiation damage due to the high primary photon flux of the 

synchrotron beam.  

 
Figure 6.9: Resonant ASAXS curves for Br (a) and Rb (b), at different applied potentials. 
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The resonant intensity curves from the Rb-edge are considerably more noisy as 

compared to those from the Br-edge. Yet, a noteworthy different change of the 

resonant Rb+ scattering curves with the applied potential is obvious in  

Figure 6.9b. The intensity increases for negative and decreases for positive 

potential in this case as expected, but in contrast to Br-, there is no evident 

asymmetry with respect to 0 V for Rb+. 

The integrated intensity of a two-phase system (e.g. pores in carbon) is 

proportional to (1 − )Δ , where   is the porosity and Δ  the effective 

electron density contrast between pores and carbon.82 Similarly, for the resonant 

scattering curves, the mean effective electron density level in the pores is 

determined by the concentration of the corresponding resonant ion species. 

Assuming negligible (effective) porosity changes,20 the square root of the 

integrated intensity change is therefore proportional to the resonant ion 

concentration change (Figure 6.10a). The amount of Br- ions is higher and the 

amount of Rb+ ions is lower at positive potential as compared to 0 V, and the 

opposite holds true for negative potential. Interestingly, the Br- ions clearly show 

a different behavior for positive and negative potentials. At positive potential, the 

concentration of anions increases slightly, while it is significantly reduced at 

negative potential. In contrast, the behavior of the cations (Rb+) appears to be 

symmetric around 0 V. It should be kept in mind that the data for the Rb+ ions 

show a considerably larger experimental uncertainty than the Br- data, and a 

possible slight asymmetry for the cations cannot unambiguously be excluded. Yet, 

the data in Figure 6.10a suggest that there are two different charging mechanisms 

present, depending on the applied potential: ion replacement for negative applied 

potential, and a combination of co-ion expulsion and ion replacement for positive 

potential. Interestingly, the asymmetry in the cation and anion concentration 

changes goes along with a slight asymmetry in the observed specific capacitance. 

Co-ion expulsion has recently been observed in electrodes with organic electrolyte 

using in situ NMR,36 and in the initial state of charging in disordered activated 

carbon electrodes with aqueous RbBr using in situ XRT.21 Two possible reasons 

for the observed behavior are considered. First, differences in ion size (bare and 

hydrated), hydration enthalpy, or mobility21,174 (Table 6.3), might cause ion-

specific interactions with the carbon confinement and thus asymmetric 

concentration changes. Second, specifically adsorbed Br- ions at 0 V, possibly 

cause a negative potential of zero charge, resulting in a saturation of adsorbed Br 

ions at positive potentials.253,254 The data given in Figure 6.10a do not directly 

contain this information, since only the relative intensity change with respect to 



 

Ion specific concentration change analyzed by ASAXS 

 

142 

 

the intensity at 0 V is given. Detailed atomistic simulations and additional 

experiments are needed to fully understand the origin of the different ion behavior, 

which is beyond the scope of this work. 

Table 6.3: Ion radii and mobility 

Ion  
Bare ion 
radius248 

Hydrated 
radius248

 
Mobility255

 
Diffusion 
coefficient255

 

Hydration 
enthalpy57 

 (nm) (nm) (10-8 m2 V-1 s-1) (10-9 m2 s-1) (kJ mol-1) 

Br- 0.195 0.330 7.20 1.85 -17.9 

Rb+ 0.148 0.329 7.70 1.98 -18.5 

The integrated intensity provides information on the element-specific cation 

and anion concentration changes within the range of length scales covered by the 

q-range in the SAXS data ( �휋 �푞⁄ ≈ 1 nm − 7 nm ). Since this range covers 

essentially the entire micro-/mesopore sizes of the investigated carbon, these 

changes can be interpreted as global ion concentration changes. Additional 

information on possible local ion-specific re-arrangement20,34,173 may be obtained 

from the q-dependent changes of the resonant SAXS profiles. The following 

discussion is restricted to the anions only, because of the large scatter of the 

resonant scattering data from the Rb edge.  

While the diffuse scattering in Figure 6.9a does not exhibit noticeable q-

dependent intensity variations, the three Bragg reflections from the ordered 

mesopore arrangement do show peak-dependent changes with the applied 

potential. This is visualized in Figure 6.10b, where the diffuse scattering 

contribution was subtracted from each resonant Br- SAXS profile. A similar trend 

as for the integrated intensity, i.e., a peak intensity decrease for negative potential 

and an increase for positive potential was observed. However, there are obvious 

differences for the three Bragg peaks as indicated by the relative Bragg-peak areas 

in Figure 6.10b. The first order Bragg-peak decrease at negative potential is less 

than the increase at positive potential, just opposite to the integrated intensity 

(Figure 6.10a). This is a clear sign of a local redistribution of the Br- ions within 

the micro- and mesopores. Indeed, such diffraction-peak intensity changes are 

known to be very sensitive to the form-factor of the ordered mesopore structure, 

which is affected by the adsorption of guest species at or within the mesopore 

walls.84  
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Figure 6.10: (a) Integrated intensity of the resonant scattering curves versus applied potential for 
Rb+ (blue) and Br- (red). The dashed lines are guides for the eye. (b) Kratky plot of the Bragg-

peaks (after subtraction of the diffuse scattering) and relative peak area for different applied 

potentials. 

A future quantification attempt requires detailed information on the nanopore 

structure (such as the activation induced microporosity gradient within the 

carbon nanorods), and sufficiently large changes of the Bragg-peaks to set-up a 

detailed form-factor model. The ASAXS capabilities of element specificity, 

together with improved model carbons with more clearly separated micro- and 

mesopore distributions, can thus enable unimagined details of ion re-arrangement 

in hierarchical pore spaces. It has to be emphasized that compared to previous in 

situ SAXS studies,20,21,34,173 no additional electrochemical data are necessary for in 

situ ASAXS, as it is both, structure- and element sensitive. This fact may not be 

of academic interest only, as electrochemical data include the whole electrode, 

while the SAXS (and XRT) measurements cover typically a much smaller 

electrode volume hit by the X-ray beam. Therefore, such experiments would 

enable also position sensitive ASAXS measurements at different electrode 

locations, and would for instance allow studying the influence of the cell design 

on the local ion storage mechanism. 

 

6.4.1  Fluorescence data 

During the ASAXS experiment it was possible to perform additional in situ 

fluorescence measurements at the same instrument (ID02, ESRF). The intensity 

change of the emitted fluorescence radiation is proportional to the change of the 

total ion concentration in the irradiated volume. In contrast to XRT 
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experiments,20,21 there is no additional data from electrochemical measurements 

needed to analyze the concentration change of each individual ion species. 

Figure 6.11 shows the applied potential and the corresponding fluorescence 

detector image of a measurement just above the Rb absorption edge (15250 eV). 

In the detector image, it can be seen that the Br and Rb fluorescence lines behave 

differently. At maximum positive potential, the Rb fluorescence shows a minimum 

and the Br fluorescence shows a maximum. For the maximum negative potential, 

this is reversed, as expected. 

 
Figure 6.11: Schematic representation of the applied potential (a), the corresponding fluorescence 
detector image (b) and intensity of the Br and Rb fluorescence (c). The intensity change of the 

fluorescence signal is proportional to the concentration change of the corresponding ion species.  

To calculate ion concentration changes as a function of the applied potential, it 

is necessary to calculate the intensity of the Br K and the Rb K signal. From 

the Br K signal it is possible to directly calculate the relative concentration 

change of Br ions. The case is a little bit more complicated for the Rb ions. The 

reason is that the Rb K (13395 eV) line is close to the Br K (13292 eV) line256 

and cannot be resolved separately (Figure 6.12). As a result, the measured 

intensity does not represent the change of Rb ions directly, but is a combination 

of both ion species. To accurately calculate the change of the Rb ion concentration, 

it is necessary to subtract the Br K contribution. 
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To evaluate the Br K contribution, a measurement below the Rb absorption 

edge was performed (Figure 6.12) to calculate the relation between the Br K and 

Br K intensities. It was found that the intensity of the Br K signal is ~25% of 

the Br K signal. 

 

 
Figure 6.12: Fluorescence measurements below (a) and above (b) the Rb absorption edge. It can 

be clearly seen that the Br K and the Rb K cannot be resolved separately but merge to a single 
peak. 

After subtracting the Br K contribution (~25% of the Br K signal), to obtain 

the “pure” Rb K signal can be used to calculate the concentration changes of the 

Rb- ions. The change of the (corrected) peak area is directly proportional to 

change of the concentration of each individual ion species. It has to be mentioned 

that no calibration of the fluorescence detector was performed. Therefore, the 

results obtained from this experiments are rough estimations to give the trends. 

Although, the ion concentration change shown in Figure 6.13b is in good 

agreement with previous studies using XRT methods.20,21 Additionally, it can be 

seen that the difference between cation and anion change is higher for negative 

than for positive potentials. This fits the CV data, where a higher capacitance for 

negative potentials was observed (Figure 6.13a). Interestingly, the results of the 

fluorescence experiments differ from the results obtained from ASAXS. This can 

be explained by the different electrochemical testing methods. While the ASAXS 

measurement was performed in a nearly equilibrium state (chronoamperometry 

with ~2000 seconds equilibration time), the fluorescence measurements were 

performed during cyclic voltammetry with a scan rate of 2 mV s-1. It is already 

known from previous studies that these two measurements (and even a change of 

the scan rate) can influence the charging behavior in an ECLC.21 
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Figure 6.13: (a) Cyclic voltammogram recorded with an in situ cell at 2 mV s-1 during the 

fluorescence measurement. (b) Calculated ion concentration change as a function of the applied 
potential. 

 

6.5 Conclusion 

It was shown that in situ ASAXS is a powerful new method providing access to 

real-time ion-specific structural information in an aqueous nanoporous carbon-

based supercapacitor cell. Different relative global- and local concentration 

changes of anions and cations were shown to occur for positive and negative 

applied potentials in an activated carbon electrode with ordered mesopores. This 

proof-of-principle experiment sets the basis to exploit the full potential of in situ 

ASAXS for contributing to the elucidation of further unknown details of ion 

electrosorption in nanoporous carbons. For instance, the recent advanced SAXS 

data analysis method to synergistically combine SAXS with atomistic Monte 

Carlo simulations34,173 can easily be extended to element-specific ASAXS. More 

generally, the lack of suitable structure-sensitive in situ techniques critically 

impedes progress in increasingly complex electrochemical systems for energy 

storage and conversion beyond supercapacitors and CDI. In situ ASAXS has the 

potential to contribute substantially to fill this gap in the future. However, its 

future widespread use relies on highest data quality, further experimental and 

theoretical development, a wide accessible energy range, and access to specialized 

beamlines dedicated for ASAXS. With the combination of cyclic voltammetry and 

fluorescence measurements it was possible confirm results from previous studies 

using a combination of X-ray transmission and electrochemical data.20,21 
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7 Summary and outlook 

The main goal of this thesis was to increase the understanding of electrode and 

ion behavior during charging and discharging of an operating carbon based 

supercapacitor device, as well as the development and improvement of 

measurement techniques suitable to achieve this goal. 

 

Three main questions treated in this thesis: 

1. How does the pore structure influence the charging behavior? 

2. How does the charging influence the electrode material and can the 

electrode expansion be linked to the pore structure? 

3. Is it possible to study ion charging behavior with ASAXS without the need 

of additional data (from electrochemical measurements) or ambiguous 

simplifications and assumptions necessary to interpret the data? 

To answer these questions, a set of two different hierarchically ordered 

mesoporous carbon materials was used. These materials are either composed of 

hexagonally packed nanofibers or cylindrical nanopores arranged on a hexagonal 

lattice. With different additional CO2 activation treatments it was possible to 

tune the pore size distribution and increase the specific surface area. As a result, 

two structures, essentially representing the negative of each other were available. 

These materials allowed the development and improvement of experiments and 

data analysis tools to (at least partly) answer the three above mentioned questions 

(see Chapters 4-6).  

It was shown that the pore structure of the electrode has a significant impact 

on the rate handling capability of a supercapacitor device.  However, that does 

not mean that the charging and discharging processes are now fully understood. 

Additional measurements, numerical simulations and theoretical calculations are 

needed to gain a detailed understanding of the ion and electrode behavior: 

First, a detailed understanding of the structure of the carbon materials is 

necessary. The characterization studies have shown that the hexagonally ordered 

mesostructure definitely survives the activation treatment, although the order is 

reduced upon during this process. However, there are still some open questions. 

Where exactly are the micropores located?  In the NCC materials they have to 

be located in the carbon nanords, in the STC they have to be in the mesopore 

walls, but how are they distributed? How exactly does the activation process 
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change the structure? To answer these questions a detailed structural model is 

necessary. In addition to the structural changes, it is also important to understand 

how the surface chemistry is influenced by the activation treatment. A detailed 

knowledge of the materials and the changes occurring during the activation 

process can help to further evaluate charging processes and expansion behavior. 

As it was shown in Chapter 5, the pore structure has an influence on the 

volumetric change of a supercapacitor electrode. To examine the influence of the 

micropores in more detail, additional experiments and theoretical calculations of 

the influence of electron/hole doping are necessary. The measurement of samples 

with different CO2 activation treatments as well as the use of soft templated 

carbons (containing hexagonally ordered cylindrical mesopores) could be a step in 

the right direction. Both experiments have been performed, but suffered from 

major issues: the position of the X-ray beam was not as stable (see Chapters 5.3.2). 

As a result, it was not possible to adequately analyze the data. The used not-

calcined STC samples investigated turned out to be not suitable for the in situ 

experiments because of their hydrophobic nature (see Chapter 5.3.4). The calcined 

samples did not show this behavior and should be suitable to perform in situ 

SAXS measurements. Unfortunately the calcined samples were not available for 

this experiment and should be considered for future investigations. In addition to 

the pore structure, also the surface chemistry could influence the expansion 

behavior, a fact that was not taken into account at all up to now. 

The shown ASAXS experiments have been designed as a proof-of-concept study. 

It was possible to show that ASAXS can be used to study behavior of individual 

ions without any additional (electrochemical) data need for the interpretation. It 

is known from earlier work that the behavior of the used electrolyte (containing 

RbBr) is somewhat different compared to others.20,21 Due to the limited photon 

energy range available for ASAXS experiments, RbBr is the only possible 

electrolyte with a monovalent cation and anion with an absorption edge for both 

species in the energy range of ID02. To get a detailed understanding of the ion 

behavior it would be of interest to exchange the cation and anion (using RbCl 

and CsBr). 

Fluorescence radiation can be a major issue when performing ASAXS 

experiments, especially in systems containing components with absorption edges 

near the edge of the investigated species. An optimized setup and the integration 

of the fluorescence detector can help evaluate the fluorescence contribution in the 

scattering pattern and help to improve the results obtained from ASAXS 

experiments. 
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The presented ASAXS experiment is a first step towards a “dream” experiment: 

simultaneously measuring the concentration changes and structural changes of 

each species in the sample  

In situ (anomalous) small-angle X-ray scattering experiments can play help to 

gain a detailed understanding of the ion and electrode behavior in carbon based 

supercapacitor devices. These techniques can be used to study charging 

mechanisms as well as parameters influencing them. This information can help to 

identify crucial effects and material characteristics to improve the electrochemical 

performance of future supercapacitor devices. 

 

In conclusion: although there are still a lot of open questions needed to be 

answered, ordered mesoporous carbon materials in combination with 

electrochemical characterization and in situ scattering experiments proved to be  

a step towards a better understanding of charging processes in supercapacitors.  
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