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A B S T R A C T

The appearance of plastics products has become one of the major factors
for the buying decision of customers. Especially curved high-quality front
panels with mostly black high-gloss surface enhance the look of products.
However, sink marks are prominent on such surfaces, even when their
depth is in the lower range of microns. In the given work, sink mark de-
tection which is based on phase measuring deflectometry is evaluated in
a laboratory testing site. Additionally, a concept design for the integration
of such a testing site into an injection molding process line is introduced.
In this design, a unit for sample positioning was added to the basic de-
flectometric setup to enable total inspection of curved high-gloss surfaces.
For evaluation of the inspected surface, a model was developed to cal-
culate sink mark intensity from sink mark curvature and area. Therein,
polynomial base functions were implemented in the image processing al-
gorithms. The main application of the polynomials was the smoothing
and differentiation of the data. This approach allowed for the robust cal-
culation of surface curvature from the deflectometric results which are
proportional to the first derivative of the surface. The results for sink
mark intensity were compared to topographic measurements which were
obtained by a chromatic coding confocal microscope. The topographic
measurements were modelled with a Gaussian-like function. The func-
tion allows for description of sink mark shape with few parameters and
facilitates the calculation of features which can be used to evaluate sink
mark visibility. Despite the fact that the two measurement methods are
based on different principles, the results of topographic and deflectomet-
ric measurements show high correlation. For this reason, deflectometric
measurements of sink marks on at least black high-gloss surfaces can be
calibrated with data from topographic measurements.
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Z U S A M M E N FA S S U N G

Das Erscheinungsbild von Kunststoffteilen rückt immer mehr in den
Vordergrund bei Kaufentscheidungen von Kunden. Vor allem gekrüm-
mte, hochqualitative Blenden mit meistens schwarzer Hochglanzober-
fläche werden verwendet, um das Aussehen von Produkten zu verbes-
sern. Allerdings treten gerade auf solchen Oberflächen auch Einfallstellen
ausgeprägt in Erscheinung, die eine Tiefe von wenigen Mikrometern
aufweisen. In dieser Arbeit wird eine Methode zur Qualitätskontrolle
in einem Laborprüfstand evaluiert, die auf der Anwendung der phasen-
messenden Deflektometrie basiert. Zusätzlich wird ein Konzeptdesign für
die Einbindung eines solchen Prüfstands in eine Spritzgussprozesslinie
vorgestellt. In dem Konzept wurde der grundlegende Aufbau für die
deflektometrische Messung um eine Einheit für die Probenposition-
ierung ergänzt, um eine vollständige Inspektion einer Probenoberfläche
zur ermöglichen. Die Evaluierung der inspizierten Oberfläche wurde
mithilfe eines Modells ermöglicht, mit dem die Intensität von Einfall-
stellen basierend auf ihrer Krümmung und Fläche berechnet wurde.
Dabei wurden polynomiale Basisfunktionen in die Image-Processing-
Algorithmen eingebunden, mit denen vor allem die Datensätze geglättet
und differenziert wurden. Dieser Ansatz ermöglichte die robuste Berech-
nung der Oberflächenkrümmung aus den deflektometrischen Messresul-
taten, die proportional zur ersten Ableitung der Oberfläche sind. Die so
berechneten Resultate für Einfallstellenintensität wurden mit topografis-
chen Messungen verglichen, die mit einem chromatisch-kodierten Kon-
fokalmikroskop erhalten wurden. Dabei wurden die topographischen
Messungen mit einer der Gaussfunktion ähnlichen Funktion modelliert,
mit der die Einfallstellenform mit wenigen Parametern beschrieben wer-
den kann. Zusätzlich erlaubt dieser Ansatz die Berechnung von Merk-
malen, mit denen die Einfallstellensichtbarkeit evaluiert werden kann.
Obwohl die beiden Methoden auf unterschiedlichen Prinzipien basieren,
weisen die topografischen und deflektometrischen Messresultate eine
hohe Korrelation auf. Aus diesem Grund können deflektometrische
Messungen von Einfallstellen auf zumindest schwarzen Hochglanzober-
flächen mit topografischen Messungen kalibriert werden.
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1
I N T R O D U C T I O N

1.1 motivation

Besides functionality, the appearance of plastic products has become one
of the major factors for the buying decision of customers. Especially, high-
gloss plastics front panels, which have become complexly shaped in re-
cent times, enhance the look of products. Fast and reproducible produc-
tion of such parts is facilitated by injection molding, since even complex
parts can be produced rapidly and cheaply after the investment in a mold.
However, due to properties of plastics such as their low hardness com-
pared to inorganic materials, their low thermal conductivity or their rela-
tively high thermal expansion coefficient, plastics engineers have to con-
sider specific rules for the conception and production of injection molded
parts [73].

Nevertheless, because of the need to ensure the functionality of the
parts and their aesthetic appearance as well as to reduce costs, designers
have to violate the rules of plastics manufacture. For this reason, such
parts are prone to surface defects. Sink marks, which are caused by char-
acteristic thermal shrinkage of plastics and local geometry of the part, are
one common type of surface defects related to injection molding. Espe-
cially on high-gloss surfaces, this defect type can influence the appear-
ance considerably due to distorted reflections of the surroundings on the
defected surface area.

Traditionally, quality inspection is performed manually, despite the fact
that sink marks in particular are hard to evaluate reproducibly by human
observers when the visibility of defects is close to the threshold of per-
ceptibility [53]. Also, human observers are prone to fatigue and boredom
which prevents objective part evaluation [15, 83]. Machine vision methods
would ensure 100%-inspection with objective and reproducible results.
However, the inspection of high-gloss parts is still challenging, since the
reflection of the surroundings outshines the reflection of the surface itself,
causing virtual invisibility of the surface. For this reason, methods exist
which provide information about the shape of the inspected part’s surface
by evaluating how the surface influences the reflection of the surround-
ings, a point light source or a known light pattern.

In this work, the applicability of the phase measuring deflectometry,
which was introduced by Horneber et al. [63], is analyzed especially for
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2 introduction

the detection of sink marks on high-gloss injection molded parts. The
measurement results are evaluated using a mathematical model which
correlates sink mark perceptibility to a numerical value. Additionally,
smoothing and differentiation of the measurement results, which is es-
sential for the processing of the measurement results, is accomplished
by implementation of polynomial base functions [50, 87, 89, 91]. Parallel
conducted measurements of the inspected sink marks with a commercial
chromatic coding confocal microscope are used for the evaluation of the
measurement results.

1.2 state of the art

Since the advent of digital image processing, machine vision methods
have become increasingly important for quality inspection. Extensive re-
views [75, 122] exist which describe texture analysis methods. These meth-
ods detect surface defects in surface textures which result from the inter-
action between surface structure and shadowing, which in turn is created
by the setup of the lighting. The importance of suitable lighting for reli-
able defect detection was investigated for example by Chantler [19, 20]
and Chantler and McGunnigle [21]. They analyzed the influence of the
lighting setup on the textures of surfaces and found that the detectability
of surface defects is strongly dependent on the direction of light inci-
dence.

Parallel extensive studies have been carried out to measure the reflec-
tive behavior of surfaces. As an example, the bi-directional reflection func-
tion (BRDF), which describes the reflection of a surface depending on the
direction of light incidence mathematically, was introduced by the Na-
tional Bureau of Standards [86]. The advancement of automation technol-
ogy and electronics such as six-axle-robots or new light sources allowed
the development of several methods for the measurement of the BRDF in
the last few years [13, 25, 26, 45, 52].

The BRDF is a convenient way to describe two extreme cases of surface
reflection: Diffuse reflection and specular reflection. Surfaces with diffuse
reflection reflect light proportional to a cosine squared distribution in-
dependent to light incidence, while specular reflecting surfaces reflect
incoming light mirrorlike. In nature, surfaces never reflect light purely
diffusely or specularely. Real surfaces’ reflection consists of diffuse and
specular reflection in a specific ratio which defines several aspects of sur-
face appearance like for example gloss or distinctness of image. Gruber
et al. found surface inspection methods that are based on analysis of tex-
ture or distinctness of image. Such methods facilitate the detection of
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defects [39, 42] or the evaluation of gloss [36, 44] on plane surfaces in
correlation to human perception.

For curved surfaces, the mentioned methods have to be adapted, since
the direction of light incidence in relation to the surface normals changes
with the position on the surface [112]. On plane or slightly curved sur-
faces the direction of light incidence is approximately constant for a suit-
ably small region of interest whose size is dependent on the distinctness
of surface curvature. In the respective regions of interest the morphology
of surface texture can be evaluated similar to plane surfaces [79, 112].

If either the surface curvature is too pronounced or if larger regions
of a surface have to be evaluated at once, machine vision methods have
to be applied which are explicitly developed for quality inspection or
metrological reconstruction of curved surfaces. Comprehensive reviews
concerning the most common methods for reconstruction and inspection
of curved surfaces are given [8, 65, 109, 110, 118]. Many of these methods
base on image fusion where the shape of the inspected object is calculated
from several images of the object. However, the physical and mathemat-
ical principles behind these methods differ considerably. For this reason,
the described methods are applicable for surfaces with specific reflection
properties. Knowledge about the working principle helps to evaluate the
applicability of a method for the given problem. For this reason, the work-
ing principles of the most prominent methods are shortly described.

Triangulation methods calculate the 3D position of a surface point as
an intersection of two or more lines of sight or lines of light incidence.
Photogrammetry (e.g. [3, 51]) is a triangulation method where two or
more different cameras photograph an object. The 3D information about
the object is calculated from the fusion of the images and knowledge
about the respective position and viewing direction of the cameras. For
this reason, it is imperative for image fusion to recognize specific points
of the object surface which have to be detected with high contrast in
preferably all measurement images. Therefore, this method works best
when the surface is captured with high contrast regardless of the viewing
directions of the cameras. This implies that this method works best on
diffusely reflecting structured surfaces.

Light sectioning methods (e.g. [80, 113]) and fringe projection meth-
ods (e.g. [31, 103, 123]) are other triangulation methods where one of the
cameras is replaced by a laser or a projector respectively. In this case, tri-
angulation happens between the line of sight of the camera(s) and the line
of incident light of the laser or projector. Since the laser line of the light
sectioning or the known light pattern of the fringe projection are easier
to detect than random points on an object’s surface, these methods are
more robust than photogrammetry. Nevertheless, the images of the light
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patterns on the object surface have to be high-in-contrast. However, the
contrast and the lighting of high-gloss surfaces changes with the viewing
or lighting direction relative to the surface slope. Therefore, the working
principle of these methods also requires diffusely reflecting surfaces.

Photometric stereo (e.g. [22, 58]) is a shape-from-shading method. The
measuring setup normally consists of one fixed camera and three or more
point light sources at defined positions. The lights are switched on sub-
sequently with the camera imaging the surface of the inspected object
for each lighting situation. Depending on the structure and shape of the
surface, each image shows different shadowing on the surface. Image fu-
sion gives information about the slope of the surface. Since highlights
would outshine the surrounding surface, this method cannot be applied
on high-gloss surface without considerable effort.

Interferometry (e.g. [81]) denotes methods where coherent light, mostly
laser light, is reflected from a mirroring surface and interfered with itself.
The image of the interference contains information about the quality of
the mirroring surface. Specular reflecting surfaces can be inspected and
reconstructed with high accuracy and resolution. However, interferomet-
ric methods are normally slow and require expensive specialized optics
for inspection of non-plane surfaces.

Deflectometric methods on the other hand are well-suited for the mea-
surement of specularely reflecting surfaces, since they relate the diffrac-
tions in surface reflections of known patterns to the shape of the respec-
tive surfaces. The Moiré diffraction method is one of the first methods
which base on this concept. A comprehensive review about this method
can be found in [24]. A coherent light beam, most often a laser, is deflected
by successively arranged lattices which causes an interference pattern on
the inspected surface. The pattern changes with different surface shapes.
Ritter and Hahn [106] enhanced this approach with their reflecting grat-
ing method where only one lattice is used. Healey and Binfort developed
specular reflectance models based on approximations of the BRDF to re-
late specular reflection to the shape of the inspected object [54]. Auluck
implemented strongly diffracting gratings in his setup, which enabled the
specific selection of diffraction order of the beam which emerged from the
first grating [4]. Recombination of these orders at a defined distance to
the gratings ensured a considerable increase in sensitivity of the measure-
ments. Halstead et al. reconstructed surface models of the human cornea
from the reflections of light patterns from the eye surface by fitting the
measured sets of surface normals to surface models with B-splines [47].
Wang et al. reconstructed aspheric specularly reflecting surfaces using
Phase-Shifting Moiré Deflectometry [116]. Their approach was the appli-
cation of the Fourier Transform before phase-shifting which facilitated a
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more robust reconstruction while the number of required images could
be decreased.

In 2000, Horneber et al. introduced the phase measuring deflectome-
try in a report at the University of Erlangen-Nürnberg [63]. They used a
projector to project a light pattern on a screen which was reflected by a
surface into a camera. By application of phase-shifting algorithms, they
could calculate a relationship between the light pattern on the screen and
the image of the camera. Since this relationship is proportional to the
normal vector sets of the surface, it contains information about the first
derivative of the surface.

Based on their work, Kammel and León proposed this method for qual-
ity inspection of high-gloss surfaces [69, 70, 72]. They exploited that de-
flectometry measurements contain direct information about the surface
slope and postulated that the derivatives of the measurements correspond
to the directional curvatures of the inspected surface. Finally, the principal
curvatures where calculated from the measurement results in accordance
with the mathematical theory of differential geometry. Defect detection
and evaluation were carried out by comparing a sample’s measurement
with the measurement of a provided “Golden sample”.

Werling and Beyerer introduced the concept of inverse patterns [120].
The generated light patterns were adapted in such a way that the cam-
era captured the undisturbed pattern in the reflection from the surface
of a good part. During inspection any surface defect would be detected
as disturbance of the reflected pattern. For the detection of a defect only
one single frame has to be captured. However, this method is dependent
on a stable measurement setup, since slight variations in the setup lead to
artifacts in the measurement and therefore to reduced measurement preci-
sion. Further research on the phase measuring deflectometry concerns the
metrological reconstruction of specularly reflecting surfaces. Additional
information has to be introduced from other measurement concepts, since
the method gives ambiguous absolute information about normal vector
sets of a measured surface.

Balzer et al. used additional information which resulted from shape
from shading methods for the metric reconstruction of billiard balls [6].
Lellmann et al. evaluated the optical flow of specularly reflecting sur-
faces to generate suitable models for the calculation of the reconstruc-
tion [78]. Horbach and Dang used two different screen positions for each
measurement [62]. Comparison of the two measurements would identify
the correct set of surface normal vectors for reconstruction. Contrary to
the former approach, Balzer and Werling used two different camera po-
sitions to resolve the ambiguity of the normal vector sets [5]. In newer
approaches, infra-red wavelength patterns are generated for the deflecto-
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metric measurement of rougher surfaces or objects which are transparent
in the visible spectrum [59–61].

In the last few years some commercial applications of the Phase Mea-
suring Deflectometry have entered the market. The SpecGage created by
3D-Shape GmbH [1] enables the deflectometric measurement of lenses,
silicium wafers and reflectors and can be realized for stand-alone appli-
cations as well as for in-line inspection. Small parts especially can be in-
spected with high accuracy. The SurfMax by Carl Zeiss OIM GmbH [18]
enables the in-line inspection of glossy to high-glossy surfaces. The defect
detection is carried out with a combination of gray-scale images, deflecto-
metric measurements and gloss measurements which facilitate the detec-
tion of a wider range of defects like pores or dents. This system facilitates
the inspection of ring-shaped and cylindrical parts as well as plane front
panels.

1.3 contribution of this work

The main contributions of this work are:

1. The evaluation of the applicability of the phase measuring deflec-
tometry for the detection of sink marks in an injection molding pro-
cess line for curved plastic parts. As far as we know, there is no
other mention of such a concept in literature. The problems and
challenges of such an approach will be the focus of this work. The
deflectometric measurement is used for quality inspection, in con-
trast to metrological reconstruction of the surface shape of the in-
spected parts.

2. The introduction of a model for the perceptibility of sink marks on
black high-gloss injection molded parts. The model is mainly based
on the second derivative of surfaces, since former works at the PCCL
and in literature suggest that the perceptibility of surface defects is
proportional to the second derivative of the surface in the defect sur-
face area [42, 43, 53]. Since the results of the deflectometric data are
proportional to the first derivatives of the surfaces, differentiation of
the data is necessary.

3. The implementation of polynomial base functions in the image pro-
cessing algorithms. The main application of the polynomials in this
work is smoothing and differentiation of data. This mathematical
tool was developed at the Montanuniversitaet Leoben [50, 87, 89,
91], where it is used for the numerical calculation of differential
problems. The application of polynomial base functions could also
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facilitate the development of metrological reconstruction algorithms
from the quality inspection algorithms which are introduced in this
work.

4. The comparison and evaluation of deflectometric results of sink
marks with shape measurements using a chromatic coding confocal
microscope. The shape of the sink marks is modelled with Gaussian-
like bell function. The model facilitates the calculation of features
such as volume and amplitude of the sink marks which are used for
visibility evaluation of sink marks on black high-gloss plastic parts.

1.4 outline of the thesis

In Chapter 2, which introduces the theoretical background of this work,
four main topics are approached. First, the basic principles of light reflec-
tion at surfaces are covered. Second, the basic concepts of injection mold-
ing and the formation of sink marks are addressed. Third, the theoretical
background of the deflectometric measurement is explained. Finally, the
theoretical background of the polynomial base functions is introduced.

In Chapter 3, the measurement setup for the deflectometric measure-
ments is described for a laboratory environment. The sequence of a sin-
gle measurement cycle is explained. Thereby, the major components of
the setup are listed and their functional interaction is illustrated. Most
importantly, a method for sample handling which enables the inspection
of curved injection molded parts and a method for sink mark evaluation
from deflectometric data are introduced.

In Chapter 4, two examples for inspected injection molded parts are de-
scribed. The first part can be described comparatively simple with poly-
nomial equations while the second part features different curvatures at
different surface locations as well as a diffusely reflecting print pattern
on the black high-gloss surface. The first part was used for comprehen-
sive evaluation of sink mark detection with phase measuring deflectom-
etry. For this reason, several test series of the injection molded part were
manufactured under specified process parameters. These parts were used
in the deflectometric measurements. Additionally, measurements with a
chromatic coding confocal microscope were compared with the deflecto-
metric data. Thereby, a model was developed for the description of sink
mark shape.

The second injection molded part, on the other hand, is designed ac-
cording to the current fashion in industry. In the second part of Chapter 4
the applicability of the developed methods on such comparatively com-
plex surfaces is shown. Additionally, the design conception of an in-line
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testing site in the injection molding process line of the injection molded
part is introduced.

The outlook for future work based on the results of this thesis and
the summary of this work are presented in Chapter 5 and Chapter 6,
respectively.



2
T H E O RY

2.1 optics

2.1.1 Electromagnetic Waves

Since deflectometric measurements are subject to the laws of optical mate-
rial properties and surface reflection, a short introduction to the principles
of light-matter interaction is needed. In this section, the basics of the re-
flection of electromagnetic waves at surfaces are discussed. The theory of
reflection and transmission of light has to fulfill Maxwells’s theory of elec-
trodynamics [10, 38, 55]. Because the focus of this work lies on samples
made of plastics, the discussion is restricted to dielectric media. As one
solution of Maxwell’s theory, the strengths of the electric field �(r) and
the magnetic field �(r) caused by a plane wave are given by

�(�) = �0 exp [i(� �−ωt)] (2.1)

and

�(�) = �0 exp [i(� �−ωt)] (2.2)

respectively. � is the wave vector, ω = 2 π f is the angular frequency and
� = (x,y, z)T is the position vector. For the derivation of material trans-
mission and reflection, plane waves are convenient because relationships
of linear optics can thus be described in a shorter way. Additionally, it is
convenient to introduce a complex wave vector for electromagnetic waves
in dielectric media. By using Equation 2.1, a plane wave is given by

E(x) = E0 exp [i(Kx−ωt)] (2.3)

9
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for a progress in x direction. In Equation 2.3 the wave vector � becomes a
scalar, while the wave number K1 is

K = k+ i α. (2.4)

Substitution of Equation 2.4 into Equation 2.3 gives

E(x) = E0 exp (−αx) exp [i(k x−ωt)] (2.5)

The factor exp(−αx) defines a decrease of the amplitude of the wave
along its path through the dielectric medium. Since the intensity of the
wave is proportional to the squared absolute value of the wave’s ampli-
tude, an absorption coefficient of the medium can be calculated from α.
The complex index of refraction N is related to the complex wave number
by the following expression

N = n+ i κ =
c

ω
K (2.6)

Thereby, c is the light speed in vacuum, n is the real component of the
index of refraction, and κ is the extinction coefficient. Thereby, the real
part of the index of refraction n is also defined as the ratio between the
phase speed v of the electromagnetic wave in the dielectric medium and
the light speed c. This relationship can be derived from the phase factor
exp[i(kx−wt)] by Equation 2.6 in the following way

v =
ω

k
=

c

n
. (2.7)

2.1.2 Reflection and Refraction at Plane Interfaces

Electromagnetic waves that pass through an interface (1) between two me-
dia with different indices of refraction, refracted and reflected waves may
be considered to emerge from the point of intersection on the interface
(Figure 2.1). Due to the conditions of continuity for interfaces, the tangen-
tial components of the electric field amplitude E0 and the magnetic field
amplitude H0 have to be continuous for incident, refracted and reflected
waves at the interface.

1The wave number is defined as absolute value of the wave vector.
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Figure 2.1: Schematics of refraction and reflection of electromagnetic waves at a
planar interface.

Therefore, the amplitudes are omitted for further derivation of the rela-
tions for reflection and refraction of electromagnetic waves at plane inter-
faces. Only the phase factors for incident

exp [i( I −ωt)] , (2.8)

reflected

exp [i( R −ωt+ϕR)] (2.9)

and transmitted waves

exp [i( T −ωt+ϕT )] (2.10)

have to be considered for further derivation. ϕR and ϕT are phase shifts
which depend on the coordinates of the point of incidence of the electro-
magnetic wave at the interface in the respective coordinate system. Since
the conditions of continuity have to be valid for all times t, the angular fre-
quency ω stays constant for all phase factors. Additionally, the arguments
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of the phase factors have to be equal for all positions � on the interface (1)

(z = z(1)) which results in the following equations

�I �|z=z(1)
= �R �+ϕR|z=z(1)

= �T �+ϕT |z=z(1)
(2.11)

Together with the continuity of the tangential components of the elec-
tromagnetic waves, Equation 2.11 ensures that the propagation directions
�I, �R and �T of the waves lie in the plane of incidence (co-planarity). For
an arbitrary point, the equality of the first two terms in Equation 2.11 is
given at the interface

(�I − �R) �|z=0 = ϕR (2.12)

where ϕR depends on the chosen coordinate system. If the origin is cho-
sen to be at the interface (1), it is apparent from Equation 2.11 that ϕR

becomes zero.
Since Equation 2.12 is the Hessian normal form of the interface (1), the

vector (�I − �R) is parallel to the unit normal vector �̂ of the interface [55].
The relationship between the wave vectors and the normal vector can be
expressed by

�̂× (�I − �R) = 0. (2.13)

The vector product in Equation 2.13 can be also calculated using the
scalar wave numbers of the electromagnetic waves (�̂ has length 1) by

kI sin θ = kR sin θ′. (2.14)

Since the incident and reflected waves propagate in the same medium,
the absolute values of the wave vectors �I and �R are equal, which corre-
sponds to the law of reflection (see also Figure 2.1)

θ = θ′. (2.15)

Analogous to Equation 2.12, the equality between the first and the third
term of Equation 2.11 can be expressed by

(�I − �T ) �|�∈Ai
= ϕT . (2.16)



2.1 optics 13

Equation 2.16 is again the Hessian normal form of the interface (1).
Therefore, the relationship between incident wave and refracted wave can
be calculated analogous to Equation 2.14 by

�I sin θ = �T sinφ. (2.17)

In the given case, the waves propagate through different media and
the wave numbers differ according to the relative optical density of the
media. Therefore, the wave numbers are converted into the real indices
of refraction for each medium by multiplication of Equation 2.17 with the
factor c/ω from Equation 2.7. Subsequent transformation of Equation 2.17
gives Snell’s law of refraction (compare Figure 2.1)

sin θ

sinφ
=

n2

n1
. (2.18)

Snell’s law and the law of reflection describe how the phase factors of
electromagnetic waves behave at an interface and define the relations be-
tween the directions of incident, reflected and refracted wave. A compre-
hensive description of the behavior of electromagnetic waves at interfaces
can only be achieved with the addition of the relation between the am-
plitudes of the waves. The Fresnel equations describe the ratio between
the amplitudes of the electric fields of the incident wave EI, the reflected
wave ER and the transmitted wave ET . The derivation of the equations
follows from conditions of continuity at the interface for the tangential
components of the electric field strength E (‖) and the magnetic field H

(⊥). Since most polymers are not ferromagnetic (usually they are diamag-
netic), their magnetic susceptibilities χm are in the order of 10−3 and be-
low2 [77] . Therefore, it was assumed for this derivation that the magnetic
field constants of polymers μ are similar to the magnetic field constant
of vacuum μ0. The Fresnel equations describe the relation between the
amplitudes of electromagnetic waves which are polarized parallel and
perpendicular to the plane of incidence. Together with the relationship
between magnetic and electric field

� =
1

μω
�× �, (2.19)

2The magnetic susceptibility of a material χm can be calculated from its relative
magnetic permeability μr by χm = μr − 1. The relative magnetic permeability μr is a
material-specific proportionality factor of the magnetic field constant of vacuum μ0 for
the calculation of the magnetic field B inside the material.
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Figure 2.2: Schematics of reflection on surfaces (3D sketch according to [64]).

which can be derived from Maxwell’s equations, and Snell’s law, the Fres-
nel equations for the reflection R⊥ and R‖ and the transmission T⊥ and T‖
coefficients can be calculated by

R⊥ =

[
ER

EI

]
⊥
=

− sin(θ−φ)

sin(θ+φ)
(2.20)

T⊥ =

[
ET

EI

]
⊥
=

2 cos θ sinφ

sin(θ+φ)
(2.21)

R‖ =
[
ER

EI

]
‖
=

tan(θ−φ)

tan(θ+φ)
(2.22)

T‖ =
[
ET

EI

]
‖
=

2 cos θ sinφ

sin(θ+φ) cos(θ−φ)
(2.23)

The Fresnel coefficients only describe reflection properties due to ma-
terial parameters. An additional factor which influences how objects re-
flect light is the structure of the reflecting surface. Accordingly, smooth
surfaces like mirrors cause specular reflection according to the law of re-
flection. On the other hand, at rough surfaces incident light is diffusely
reflected because the light is scattered by small surface structures which
are in many cases randomly conditioned. Accordingly, perfectly diffuse
reflection is defined as reflection of light in all directions of the half space
above the surface independent of the direction of incident light (Lambert
scattering) [55, 84].

The reflection of surfaces in nature as well as most technical surfaces
is a superposition of diffuse and specular reflection. In Figure 2.2 both
types of reflection are displayed. Additionally the lobe around the peak of
specular reflection is sketched, whereby its width correlates with the haze
of reflection which defines a decrease of clarity of the reflection [64, 74,
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84]. Many models estimate this lobe with a Gaussian distribution (e. g. [23,
117]). Therefore, the reflection of images from surfaces can be modelled
as low-pass filtering of an image. However, only black high gloss parts
(“piano black”) are considered in this work. At such surfaces the diffuse
part of reflection is clearly outshone by specular reflection.

2.2 sink marks on injection molded parts

2.2.1 Fundamentals of Injection Molding

Injection molding is the most important process to manufacture of plastic
parts. The parts are usually produced ready-made and with high repro-
ducibility with this process, which allows the processing of thermoplas-
tics, thermosets or elastomers. However, all injection molded parts which
were considered in this work were manufactured from thermoplastics. In
the following, the components of an injection molding machine and the
sequence of an injection molding process will be summarized [2, 67, 98].

An injection molding machine basically consists of three parts: The in-
jection unit, the mold and the clamping unit. In the injection unit the
polymer is melted mostly by inner friction assisted by electric heating.
The main component of the injection unit is the screw which conveys and
melts the polymer grains and finally transports the melt to the screw an-
techamber, which is connected to the sprue bush at the beginning of the
cycle. The mold is the central part of the injection molding machine. It
is usually custom-made for the respective part production and forms the
mold cavities which define the shape of the produced parts. The clamp-
ing unit closes the mold tightly against the pressures during injection and
cooling of the polymer melt and opens the mold for part ejection.

The injection molding process itself is a periodic, non-continuous pro-
cess where the same sequence of events are cyclically repeated. After the
mold is closed, polymer melt is injected through the gate of the mold
with set injection velocity and injection pressure. Starting from the gate
of the mold, the polymer melt is distributed into the cavities of the mold
where the melt is shaped into parts. The melt is cooled due to the ther-
mal exchange between the melt and the mold during the whole cycle.
This causes the formation of frozen marginalized layers of the melt at the
wall of the mold. Additionally the melt viscosity is continously increased
because the temperature of the melt is lowered. When the mold is filled,
a holding pressure is applied to compensate the thermal shrinkage of the
part until the gate of the mold has frozen. At this time, the screw is set
into rotation in preparation of the next injection cycle. The portion of melt
for the next shot is accumulated in front of the screw causing the screw
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to retract at the same time. When the part is cooled enough to keep its
shape, the part is ejected and the next cycle begins.

2.2.2 Formation of Sink Marks

Depending on the used polymer, the machine settings and the used mold,
several kinds of defects which decrease surface quality can appear on the
part. However, this work only considers sink marks.

Sink marks are localized indentations in the surface of the plastic part
which are normally caused by material shrinkage at localized significant
changes of wall thickness, such as ribs or screw bosses at the back side
of the part [2, 53, 67, 73, 98]. During injection, the polymer melt fills the
mold cavity. Despite the possibility of flow irregularities (melt fracture,
wall slip, jetting), the flow is assumed as laminar, because Re-numbers
� 2.300 are usually not reached due to the the high viscosity of the melt.
In this case, the melt stays in contact with cavity walls adjacent to the melt
flow. Due to cooling caused by the mold, the layer of the melt which is in
contact with the wall forms the solid peripheral layer (frozen layer) which
becomes the surface of the manufactured part. The inside of the part still
consists of liquid melt at this stage. At wall regions which intersect with
structures at the back side of the part such as ribs or bosses, polymer melt
is accumulated. This means that more polymeric material has to be cooled
at such regions in comparison to their surroundings which causes more
volumetric shrinkage at these regions. In Figure 2.3 the cross section of
wall intersecting with a boss (filled) is sketched. The accumulated mass of
the polymer melt leads to stronger volumetric shrinkage in the surround-
ings. Therefore, the peripheral layer is pulled inwards which causes the
formation of a sink mark.

Sink marks can be prevented either by smart part design or by choosing
suitable settings of process parameter such as injection and holding pres-
sure, holding pressure time and temperatures of melt and mold. Smart
part design is characterized by constant wall thickness, thin structural ele-
ments compared to wall thickness, and short distance of the structures to
the gate. Process settings which reduce the formation of sink marks are
high injection and holding pressure, a long holding pressure time and
low melt and mold temperatures. [17, 67, 98]

2.2.3 Visibility of Sink Marks

Besides strategies to prevent the formation of sink marks itself, there exist
strategies to conceal sink marks. The visual perceptibility of sink marks
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Figure 2.3: a) Wall section intersecting with a rib before material shrinkage
(left) and after material shrinkage with formation of a sink mark
(right) [17]. b) Image of a wall-boss-intersection
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Sink Marks 

Figure 2.4: Influence of sink marks on the reflection from a high-gloss surface.
Left: Picture of the structures, which cause the sink marks, at the back
side of the plastic part. Right: The light pattern which is reflected
from the high-gloss front side of the plastic part is distorted by the
sink marks.

depends on various factors such as surface structure, gloss and color [53,
102]. A common method for concealing sink marks is the application of
structure to the plastic part’s surface. However, the surface of the part
has to be smooth or even high-gloss in most high quality applications. In
such cases, only the strategies which were mentioned in Section 2.2.2 can
be applied to reduce the perceptibility of sink marks.

The success of concealing the sink marks has to be evaluated by qual-
ity inspection. In previous works, methods were introduced which eval-
uated the visual perceptibility of sink marks on smooth, diffusely reflect-
ing surfaces [42, 43]. Gruber et al. used grazing light illumination during
their measurement to obtain information about the shading properties of
surface and especially sink marks. Gaussian and Gaussian-like functions
were used for the fit of linearly and point-shaped sink mark intensity
in measurement images. The fitted data was then differentiated twice to
calculate the amplitude of the second derivative from the difference of
maximum and minimum value of the second derivative in the respective
sink mark. The resulting value was used as a feature parameter for sink
mark perceptibility. When necessary, the second derivative of the mea-
surement was fitted with a polynomial function to subtract overall shape
warpage of the plastic part beforehand. The introduced methods allow
the reproducible measurement of sink mark perceptibility on diffusely
reflecting surfaces.

Sink marks on high-gloss surfaces on the other hand are detected vi-
sually from localized distortions in the reflections from the surface. Fig-
ure 2.4 displays the effect of sink marks on the reflection of a light pattern
from the surface of a high-gloss part. The sink marks distort the pattern,
which makes them clearly visible.
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Hayden carried out several assessment studies and showed that the per-
ceptibility is mainly dependent on the localized curvature of sink marks
as well as the area of sink mark indentation [53]. Based on these results,
the model which is introduced in Section 3.5.4 has been developed. The
measurement of the curvature is introduced in Section 2.3.6.

2.3 phase measuring deflectometry

2.3.1 Why Deflectometry?

Specularly reflecting surfaces still pose a problem for machine vision. The
reflection of the surroundings in such surfaces can be many orders of mag-
nitude brighter than the texture of the surface. The surface is outshone by
the reflections and therefore becomes virtually invisible. The best exam-
ple is a bathroom mirror. The reflection of the bathroom and of a possible
observer outshines the surface of the mirror. If the surface of the mirror is
clean enough, it looks transparent to the observer. Therefore, specularly
reflecting surfaces cannot be inspected in a direct way. However, it is pos-
sible to draw inferences from the reflections about the shape of such a
surface. Topographically evident defects such as sink marks cause local
distortions of the surface reflection. This in turn becomes apparent in the
normal vector field of the surface.

Therefore, specular surfaces can be inspected indirectly by evaluating
the reflections of the surrounding scene. The evaluation of the reflections
becomes efficient when prior knowledge about the reflected objects is
available in advance. For this reason, it is convenient to use light patterns
which are generated by a diffuse structured light source for most deflecto-
metric measurements. Accordingly, information about the light flux from
the light source to the camera via the inspected surface is usually stored
in such patterns. Using the proportionality of the distances between light
source, sample and camera and the deflection of the light rays, deflecto-
metric methods are sensitive to even small defects. Assuming that the dis-
tances between the components of a deflectometric testing site are large
enough, it is possible to measure surface defects down to the sub-micron
range. In Section 2.3.3 coding methods are discussed.

As mentioned before, the deflectometric measurement is dependent on
the law of reflection and therefore on the normal vector field of the sur-
face. In other words, the deflectometric measurement contains informa-
tion about the first derivative of the surface which is obtained in a direct
way. This is advantageous for quality inspection of specularly reflecting
surfaces, since human defect perception is closely related to the curva-
ture of a surface which can be calculated from the second derivative of
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the surface using only one differentiation. This reduces the probability
to lose information in the noise floor due to a comparatively high signal
to noise ratio. In Figure 2.5 the correlation between curvature and the
perceptibility of defects is sketched.

The deflectometric measurement feature several advantages for quality
inspection of specularly reflecting surfaces:

1. Robust measurement: If stray light is kept to a minimum, the mea-
surement is robust due to knowledge of the light rays because of
the coding of the structured light source. Methods for coding will
be introduced in Section 2.3.3.

2. High accuracy: Since even slight changes of the surface have a huge
influence on the path of the reflected light rays, even tiny defects of
the surface can be detected with the measurement.

3. High signal-to-noise ratio

4. Reliable detection of especially localized defects with distinct curva-
ture.

The following sections will introduce the basic concepts behind phase
measuring deflectometry.

2.3.2 Mapping Function

The basic deflectometric measurement setup consists of a screen which
provides a structured light source, a highly reflective surface sample and
a camera. Accordingly, the sample can be considered to be part of the
optical setup. The camera is not focused on the surface of the sample but
on the image of the light source reflected by the surface, because the re-
flection of the screen contains the information which is required for the
deflectometric measurement. However, the resolution of surface features
is decreased due to defocusing. In Section 2.3.3 a coding method is intro-
duced which allows to position the focus plane of the camera between
surface and reflection which facilitates better resolution of the surfaces
without considerably decreasing the resolution of the reflection.

The evaluation of the sample’s influence on the reflection is accom-
plished by tracing the paths of the light rays from the light source to
the camera sensor. In this work, deflectometric measurements are carried
out without prior calibration of screen and camera position. Additionally,
there is no prior knowledge of the sample’s position relative to screen and
camera. Therefore, only the starting and end points of the light rays can



2.3 phase measuring deflectometry 21

0 

0 

Defect 
Surface 

𝑓(𝑥) 

𝑓ᇱ(𝑥) 

𝑓ᇱᇱ(𝑥) 

𝑥 

𝑥 

𝑥 
Figure 2.5: The visual perceptibility of surface defects is correlated with the cur-
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Figure 2.6: Sketch of the relation between screen and camera sensor coordinates
which is described with the mapping function �. The camera is pic-
tured with the simplest camera model, the pinhole camera.

be uniquely related to each other. However, this relation is sufficient for
defect detection, since it contains unique information about the curvature
of the inspected surface as will be shown latter in this section.

It is convenient to use LCD-screens and CCD-cameras for deflectomet-
ric measurements because the starting and end points of the respective
light rays can be expressed in the intrinsic pixel coordinate systems of
screen and camera. Figure 2.6 shows how screen pixel coordinates (ξ, η)
are related to the camera pixels (i, j). The function � maps screen pixel
coordinates (start points of light paths) to camera pixel coordinates (end
points of light paths) [69, 72, 104]. Therefore, this function will be referred
to as mapping function.
� is calculated from the viewing direction of a single camera sensor

pixel �� and its reflection onto the screen �� (inversion of ray path)3

� = α��+β��. (2.24)

The law of reflection relates the directions �� and �� to the unit normal
vector of the reflecting surface point ��.

3
�� and �� are unit vectors.
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Figure 2.7: Graphical expression of the Law of Reflection.

As can be seen in Figure 2.7, the vector �� can be expressed by the normal
vector �� and the viewing direction ��:

�� = ��− 2
(
��

T
��

)
��. (2.25)

Application of Equation 2.25 on Equation 2.24 gives rise to

� = (α+β)��− 2α
(
��

T
��

)
��. (2.26)

The explicit calculation of �� from Equation 2.26 leads to

�� =
(α+β)��−�

2α (��T ��)
. (2.27)

Application of Equation 2.25 and Equation 2.27 on the vectorized law
of reflection

�� =
��− ��

‖��− ��‖ (2.28)

finally results in

�� =

�

α −
(
1+ β

α

)
��∥∥∥�β −

(
1+ α

β

)
��

∥∥∥ . (2.29)

Equation 2.29 can be analytically solved if screen and camera posi-
tion are known. However, given that the distances of camera and mon-
itor to the measured sample are sufficiently large, calibration of camera
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and screen position is not necessary. In this case, two approximations are
valid:

1. The camera sensor is small compared to the distance between cam-
era and sample and is considered as a point (β = const., �� = const.)

2. All screen pixels are approximately equally distanced to the sample,
given that the distance between screen and sample is sufficiently
large (α = const.). In other words, if the distance between screen
and sample is large enough, the deviations between the flat screen
and the surface of a sphere with radius α and the sample as center
are small.

As a result, the second term in Equation 2.29 becomes constant for
the whole measurement which means that the derivative of the mapping
function is proportional to the directional curvatures of the sample’s sur-
face [69, 72, 104]. Consequently, calibration of the deflectometric setup
is only necessary for metrological reconstruction of the sample’s surface
and for comparison of measurements with different viewing directions ��

of the respective cameras.

2.3.3 Coding of the Light Source

A very intuitive way of coding the pixel coordinates of the screen would
be to switch each pixel on and off while taking a picture each time. Since
this approach is of course not practical, several coding methods for the
measurement and calculation of the mapping function have been devel-
oped. Binary coding methods, gray code imaging for example, consider-
ably result in a low number of required images and achieve sub-pixel
accuracy [33, 34, 121]. However, these methods require the exact recogni-
tion of each fringe of the structured light patterns in most cases, which
makes them susceptible to image blurring due to low distinctness of im-
age of the surface or defocusing of the camera from the reflected images
of the patterns. Another possibility are phase shifting algorithms. For ex-
ample in interferometry, phase shifting algorithms are used to estimate
the phase information Θ, which is linearly proportional to a demanded
distance (from an object or height of a surface), of an aperiodic signal
with time dependent phase shift Φ(t) which can be expressed by [35]

�(Θ, t) = A [1+C cos (Θ+Φ(t))] (2.30)
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where A denotes the amplitude and C the contrast of the signal. The
Fourier Transformation of the signal �(Θ,ν) at its modulation frequency
ν0 is given by

�(Θ,ν0) =
1

2
ACW(0) exp(iΘ) (2.31)

where W denotes the Fourier Transformation of a window function w,
for example the rectangular confinement of a screen. Then the phase in-
formation Θ is calculated as the argument of (G)(Θ,ν0) using

Θ = arctan
[
� {�(Θ,ν0)}

� {�(Θ,ν0)}

]
(2.32)

It is possible to apply a phase-shifting algorithm for encoding the
screen pixel coordinates by approximation of the time dependency of the
phase shift with a periodic sequence of phase-shifted sinusoidal patterns
Φj [35, 60]4.

�(Θ,ν0) =

N−1∑
j

�j(Θ,Φj)�j exp(iΦj) j = {0, . . . ,N− 1} (2.33)

Since image blur can be described mathematically as a low-pass-charac-
teristic, the application of sinusoidal patterns instead of definitely struc-
tured fringe patterns facilitates a more reliable measurement of the sur-
face. Such patterns are defined by only one single low frequency. There-
fore, the low-pass characteristics of the measurement setup, which is due
to the reflection characteristics of the surface and the imaging characteris-
tics of the camera, do not change the phase, but only decrease the contrast
of the pattern [5, 69, 72]. The periodic length of the pattern as well as the
dimensions and pixel numbers of the screen are known well. Therefore,
the phase information Θ is directly related to the screen pixel coordinates
by

ξ =
L

2π
Θ (2.34)

4For the sake of completeness, the comprehensive derivation for the phase shifting
algorithm based on this approach is given in the appendix.
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where ξ denotes one dimension of the screen pixel coordinates and L

is the length of the screen along the same dimension. The sequence of
patterns �j is generated by using

�j(ξ,η) = Ap

[
1+Cp cos

(
2 π

L
ξ+Φj

)]
j = {0, . . . ,N− 1} (2.35)

where η is the second screen pixel coordinate, Ap is the amplitude and
Cp is the contrast of the patterns. Φj denotes the phase shifts which
are applied to the sinusoidal progression of N patterns. For a phase
shifting algorithm used in deflectometry, phase shifts are applied which
monotonously increase in constant increments. The patterns are reflected
from the surface of a sample into the camera which generates an inten-
sity matrix �j (the measurement image) for each pattern �j. These mea-
surement images include the information about the screen coordinates
encoded as phase information and the light path from screen to camera.
Therefore, application of the mapping function �l in Equation 2.35 leads
to the intensity matrices of the measurement images �j(u, v)

�j(u, v) = Ag

[
1+Cg cos

(
2 π

L
�l(u, v) +Φj

)]
(2.36)

where (u, v) are the camera pixel coordinates while Ag and Cg denote the
amplitude and the contrast, respectively, of the patterns in the image. In
this case, �l codes only one coordinate direction (either u or v) for screen
and camera.

The mapping function, which is encoded as phase information of this
pattern sequence, is calculated from the application of Equation 2.36 on
Equation 2.33 and then by application of Equation 2.32:

�l(u, v) =
L

2π
arctan

⎡
⎢⎣
∑
j

�j(u, v) sin(Φj)∑
j

�j(u, v) cos(Φj)

⎤
⎥⎦ (2.37)

As mentioned before, the window functions �j relate to the dimensions
of the screen. Therefore, the weights of the window functions are assumed
to be either 0 or 1.

Equation 2.37 is a general formula for the development of phase shift-
ing algorithms. Accordingly, the explicit formulation depends on the
number of patterns and the phase shift increment which is used for their
generation. However, the development and comparison of phase shifting
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algorithms is outside the scope of this work. Several reviews exist in litera-
ture which list and evaluate important phase shifting algorithms ( e.g. [46,
56, 57]).

In this work, the 4-Bucket-Algorithm [82]

�l(u, v) =
L

2π
arctan

[
�3 − �1

�0 − �2

]
with Φj =

{
0,

π

2
,π,

3 π

2

}
, (2.38)

which fulfils the conditions for the derivation of Equation 2.37, was cho-
sen for the evaluation of the deflectometric measurements. This algorithm
allows for a fast numerical calculation and features comparatively low
phase noise while it requires a comparatively low amount of measure-
ment images [46]. For each direction of screen coordinates, four images
of phase shifted patterns are evaluated according to Equation 2.38. These
properties make the 4-Bucket-Algorithm suitable for an in-line applica-
tion of a deflectometric setup for quality inspection of injection molded
parts. In the following figures, examples of measured and processed im-
ages for the deflectometric algorithms are desplayed. An injection molded
part which features a comparatively simpe shape is used in many of these
examples for this reason and is introduced in Figure 2.8.

Figure 2.9 displays an example for the calculation of the mapping func-
tion from four images with different phase shift of the patterns. Since only
the surface reflects the patterns into the camera, only the surface features
applicable information about the phase function while other regions of
the measurement image feature phase noise.

2.3.4 Masking of the Phase Information

The relative positions of camera and screen, as well as the shape of the
inspected surface, may cause measurement images which contain no use-
ful information but only noise in some regions. These regions can be
dismissed using the modulus of the Fourier transformed phase informa-
tion. I forms a measure for the intensity of the phase information in the
images [71]

I(u, v) =

√√√√√
⎡
⎣N−1∑

j=0

�j(u, v) sin(Φj)

⎤
⎦
2

+

⎡
⎣N−1∑

j=0

�j(u, v) cos(Φj)

⎤
⎦
2

. (2.39)

This approach is convenient, since no additional images are necessary
for the calculation of I. The elements of I are high for sections in the
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(a)

(b)

Figure 2.8: a) Front side of the injection molded part which is used in most ex-
amples of measured and processed images for the deflectometric al-
gorithms due to its comparatively simple shape. b) Back side of the
injection molded part. The positioning pins at the corners of the part,
as well as the thickened edges of the part cause sink marks in case of
unfavorable process parameters.
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(a)

(b)

Figure 2.9: a) 4-Bucket-Algorithm: Four images with different phase shifts of the
pattern (see mark in the upper left corner of the part in each image),
b) Phase information Θ of the mapping function �.
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Figure 2.10: Automatic calculation of a suitable threshold for image segmenta-
tion [85]: a) Bimodal distribution of pixel intensities, b) unimodal
distribution of pixel intensities and the respective histograms.

measurement images where the phase information is distinctive, while
sections where the intensity is nearly constant in all measurement images
feature low values of I. The binary black and white map for the segmen-
tation of the image sections is formed according to the values of I. The
threshold was found by application of the method of Ng [85] which is an
improved method to the method of Otsu [99]. An example for the calcu-
lation of the automatic threshold is displayed in Figure 2.10. With Otsu’s
method, a histogram of image gray values is analyzed with statistic meth-
ods to find the optimal threshold value for the discrimination of two
distinct gray value distributions in a bimodal histogram. The improve-
ment of the method of Ng consists in the option to calculate the optimal
threshold value for a unimodal distribution in a histogram. This enables
automatic and computationally cheap segmentation of low-contrast inten-
sity images. In Figure 2.11 an example for the evaluation of the intensity
of phase information in the measurement images is displayed.
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(a) (b)

Figure 2.11: Example for the segmentation of measurement results according to
the distinctness of the phase information. a) displays the intensity
function I of the fused images and b) the mask for segmentation of
the measurement, which an automatically generated threshold was
used for.

2.3.5 Phase Unwrapping

In a basic version of the deflectometric measurement, the periodic lengths
of the generated patterns are equal to the respective dimension of the
screen. However, the properties of screen and camera limit the resolution
of the deflectometric measurement, since they possess a limited number
of discrete gray levels and pixels. In Figure 2.12 this relation is displayed
for one-dimensional signals where the achieved resolution for the abscissa
of the diagram which relates to time or space resolution is limited by
the discrete levels of the signal generator. A higher frequency provides
a higher resolution of the signal’s abscissa. However, the arcus tangents
function in Equation 2.38 which is used for the calculation of the mapping
function is unambiguously defined in the interval [−π, π] only. Therefore,
the measurement loses its one-to-one relation between phase information
Θ and mapping function � if sinusoidal patterns are applied with peri-
odic lengths smaller than the dimensions of the screen.

This problem, which is commonly known as phase unwrapping prob-
lem, is addressed by several approaches. For example, the Chinese re-
mainder theorem is used to unwrap the phase information with two
phase images which are generated using patterns with coprime periodic
lengths [66, 124]. Another example is the application of binary coding
algorithms. The combination of a phase shifting algorithm together with
for example a gray code projection on the surface allows to unwrap the
phase with the accuracy of deflectometry together with the robustness of
gray codes [108].
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Figure 2.12: Comparison of the ambiguity of phase information Θ at limited gray
levels for a low frequency signal (green) and a high frequency signal
(red).

However, a more reliable and numerically less expensive way to un-
wrap the phase information is to iteratively apply the 4-Bucket-algorithm
for sinusoidal patterns with decreasing periodic lengths. In the first stage
of the measurement, the used sinusoidal patterns feature periodic lengths
which are equal to the dimensions of the screen. The resulting measure-
ment is a rough estimate of the phase information without any phase
jumps. In the next stage, periodic patterns with periodic length of only
a fraction of the screen dimensions are used for the measurement. This
results in ambiguous but better resolved phase information. The phase in-
formation is unwrapped by comparing the ambiguous phase information
with the initial unique phase information. This process can be repeated
with sinusoidal patterns with decreasing periodic lengths until the de-
manded resolution is achieved.

A practical approach is to decrease the periodic length by factor 2 each
iteration. Since the respective results pass through the image set [−π, π]
of the arcus tangents function within one periodic length of the respective
pattern, the slope of the new phase information is increased by factor 2,
compared to the slope of the phase information of the prior iteration (see
Figure 2.13). This allows a very easy and straight forward phase unwrap-
ping with

k(u, v) = round
[
2Θn−1(u, v) −Θ∗n(u, v)

2 π

]
(2.40)



2.3 phase measuring deflectometry 33

and

Θn(u, v) = Θ∗n(u, v) + 2 π k(u, v) (2.41)

where Θn−1 is the phase unwrapped phase information of the prior it-
eration and Θ∗n is the wrapped phase information which is wrapped
and therefore still features phase jumps. This numerically fast algorithm
works for adequately smooth surfaces which can be differentiated at least
twice5. Singular behavior of the surface like edges or nooks could pre-
vent this algorithm from proper functioning. Since the method used in
this work is based on the measurement and calculation of the curvature
of surfaces which relates to the second derivatives of the surfaces, the
required differentiability of the measured surfaces already restrains the
surface classes which can be measured with this method. The surface
classes which are suitable for deflectometric measurement and curvature
evaluation are also suitable for the algorithm which was introduced in
Equation 2.40 and Equation 2.41. The conversion of the phase informa-
tion into screen coordinates can again be carried out by application of
Equation 2.34.

2.3.6 Calculation of Curvature Parameters from Measurement

In Section 1.3 and Section 2.3.1 the correlation between the curvature of
a surface and the perceptibility of surface defects for human observers
was suggested. Phase measuring deflectometry is suitable for an approx-
imated evaluation of perceptibility of surface defects, since its measure-
ment results already contain information about the normal vector field,
which is equitable to the first derivatives of the surfaces in direction of the
camera sensor’s pixel coordinates (u, v). The calculation of the principal
curvatures from the measurement results and fundamental derivations
of differential geometry are introduced in this section (also see Farin [30]
and Bär [7]).

As mentioned in Section 2.3.5, in this work only surfaces of the cat-
egory C2 are considered for deflectometric measurements in this work.
These category of surfaces satisfies the conditions for the mathematical
conventions introduced in this section.

5In this case “smooth” refers to the mathematical expression for a differentiable
function. The mathematical symbol for the class of functions which can be differentiated
twice is usually C2.
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Figure 2.13: Graphs and examples of a) rough phase information without ambi-
guities and b) phase information with better resolution but ambigu-
ities. Subtraction of the two phase information graphs according to
Equation 2.40 gives c) a step function where the phase jumps are
easily discernable.



2.3 phase measuring deflectometry 35

Regular surfaces can be defined in their parametric form

�(�) =

⎛
⎜⎜⎝
x(�)

y(�)

z(�)

⎞
⎟⎟⎠ with � =

(
p

q

)
(2.42)

where x, y and z are differentiable functions with respect to the parame-
ters p and q. An arbitrary curve �(t) in the parametric p,q-plane defines
a regular curve on the surface �(�) where its arc length is calculated from
its parametric form

s(t) =

t∫
t0

∂�(t)

∂t
dt (2.43)

However, the calculation of the curvature of a regular surface �(�) is
dependent on the curve �(t) which is considered for parametrization.
Therefore, the curvature of regular surfaces is defined by the two prin-
cipal curvatures κmax and κmin which define the maximal and minimal
curvatures at a point on a surface. The calculation of the principal cur-
vatures requires the introduction of the first fundamental form and the
second fundamental form of classical differential geometry.

The first fundamental form of a surface �(�) results from the squared
differential of arc length ds of an arbitrary curvature �(t) on the surface

IF := ds2 =
∥∥∥∥∂�(p,q)

∂t

∥∥∥∥
2

dt2 =

=

[
f2p

(
dp
dt

)2

+ 2 fp fq
dp
dt

dq
dt

+ f2q

(
dq
dt

)2
]

dt2 (2.44)

where �p denotes the first derivative of �(�) with respect to parameter p

and �q denotes the first derivative respect to parameter q. Equation 2.44
can be expressed in matrix form with

IF := ds2 = d�T

[
�2p �p �q

�p �q �2q

]
d� = d�T

� d� with d� =

(
dp

dq

)

(2.45)
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where the matrix � is symmetric and possesses only three independent
components. Additionally, it is required to be positive-definite. The first
fundamental form IF enables the calculation of lengths and areas on sur-
faces. The derivation of the second fundamental form of a surface �(�)

starts with the calculation of the curvature κ by differentiating a curve
�(t) on the surface �(�) with respect to the arc length s

∂2�(�)

∂s2
= κ ν̂ (2.46)

where ν̂ is the unit normal vector of the curve � in direction of the cur-
vature radius at surface point �(�). Multiplication with the unit normal
vector �� of the surface �(�) at point �(�) gives

κ ν̂�� = κ cos θ (2.47)

where θ is the angle between the normal vectors ν̂ and ��. Since the normal
vector �� of a point �(�) is perpendicular to the tangential plane at this
point (���p = ���q = 0) which implies that, as an example for parameter p,

d
dp

(���p) = ��p�p + ���pp = 0, (2.48)

Equation 2.46 transforms to

κ cos θ = ���pp

(
dp
ds

)2

+ 2 ���pq
dp
ds

dq
ds

+ ���qq

(
dq
ds

)2

. (2.49)

For the calculation of the second fundamental form Equation 2.49 is
multiplied with the squared differential of the arc length ds. The second
fundamental form is given in matrix form with

IIF := κ cos θ ds2 = �
T

(
���pp ���pq

���pq ���qq

)
� = �

T
�� (2.50)

The second fundamental form is dependent on the spatial position of
the surface. It allows the computation of curvatures for any given direc-
tion d� and angle θ.

For ν̂ ‖ ��, which means θ = 0, the curvature normal vector ν̂ of the
considered curve is perpendicular to the tangential plane of the surface
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in point x(�). Then, the considered curve features the normal curvature
κ0. Equation 2.50 divided by Equation 2.45 gives for the normal curvature

κ0 =
IIF
IF

=
�T ��

d�T � d�
(2.51)

which is independent of the arc length s. Nevertheless, the normal curva-
ture κ0 is dependent on the direction

λ =
dq
dp

= tanα (2.52)

of the considered curve. Division by dp2 and with Equation 2.52, Equa-
tion 2.51 gives

κ0(λ) =
���pp + 2 λ ���pq + λ2 ���qq

�2p + 2 λ �p�q + λ2 �2q
(2.53)

The extreme values of the normal curvature κ0 are the principal curva-
tures κmax and κmin. The principal curvatures can also be calculated as
the eigenvalues of the Weingarten matrix

� = �
−1
� . (2.54)

In this case, the Weingarten matrix �, which describes the linear transfor-
mation of a vector along the tangential plane, is a 2× 2-matrix, since the
parameter space is of type R ×R. The calculation of eigenvalues λi for
2× 2-matrices can be derived from the trace

tr (�2×2) = λ1 + λ2 (2.55)

and the determinant

det (�2×2) = λ1 λ2 (2.56)

with

λ1,2 =
1

2

[
tr (�2×2)±

√
tr (�2×2)2 − 4 det (�2×2)

]
(2.57)
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The Weingarten matrix � is approximated using the mapping function
which results from the deflectometric measurements [69, 72]. The direc-
tional derivatives of the mapping function are combined into a vector �
in the following way

��(u, v) =

⎛
⎝sgn

(
∂�1(u,v)

∂u

) ∣∣∣∂�(u,v)
∂u

∣∣∣
sgn

(
∂�2(u,v)

∂v

) ∣∣∣∂�(u,v)
∂v

∣∣∣
⎞
⎠ (2.58)

where m is defined as � = (�1,�2)
T. �1 and �2 are the components of

the total mapping function for the coordinate directions u and v, respec-
tively. The usage of the sign function (sgn) in this way is only valid, if the
coordinate systems of the camera sensor and the screen are only rotated
up to 90◦ relative to each other [69, 72]. The vector �� is used to calculate
the approximation of the Weingarten matrix with

�̂ =

⎡
⎢⎢⎣

∑
R

�2
�1

∑
R

��1
��2

∑
R

��1
��2

∑
R

�2
�2

⎤
⎥⎥⎦ (2.59)

where R is a region around the respective coordinate pairs (u, v). The
principal curvatures κmax and κmin can be calculated from this approxi-
mation using Equation 2.57. However, in this work the mean curvature

κmean =
1

2
tr(�̂) =

κmax + κmin

2
(2.60)

is used for defect evaluation, since this parameter is independent to curva-
ture direction and can therefore be used as a scalar parameter for surface
curvature.

The next section introduces the formalism of polynomial base functions
which were used for polynomial regression of the data. This formalism
enables the robust numerical differentiation of data sets, which is neces-
sary for the calculation of the �� tensor in Equation 2.58.
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2.4 discrete polynomial base functions

2.4.1 Fundamentals of Polynomial Regression

Since numerical differentiation increases the noise in measurements, effec-
tive smoothing or fitting of the data with minimal introduction of artifacts
prior to differentiation is necessary to achieve reasonable results. O’Leary
and Harker proposed an approach for data analysis where they used poly-
nomials for data fitting and filtering [88, 91, 92, 94]. The algorithms were
implemented in Matlab and published according to the BSD-Licence [50].
The applications for the algorithms range from solving constrained prob-
lems [48, 49, 90, 92] to signal processing [93]. In this work, the algorithms
were mainly used for data smoothing and differentiation. For the sake of
completeness, a short introduction to the theory behind the algorithms is
given .

Beginning with the Vandermonde matrix V which is defined as

� =

⎡
⎢⎢⎢⎢⎢⎣
1 x1 · · · xd1

1 x2 · · · xd2
...

... · · · ...

1 xn · · · xdn

⎤
⎥⎥⎥⎥⎥⎦ (2.61)

for n points xi and degree of the polynomials d, any polynomial recon-
struction �� of the data set � can be defined by right multiplication of �

with a coefficient vector � in the following way

�� = � � (2.62)

The coefficients � which define any data set � for such a polynomial
reconstruction can be computed by

� =
(
�T �

)−1

�T � = �+ � (2.63)

which is the least-squares solution for the calculation of polynomial coffi-
cients from data sets with non-orthonormal polynomial bases. The resid-



40 theory

ual error � of the polynomial approximation of the data � is expressed
as

� = (�− ��+) � (2.64)

�+ indicates the pseudo-inverse to the normally non-invertible matrix
�. If the matrix is invertible, its pseudo-inverse equals the normal inverse
of the matrix. The expression of � is independent of the coefficient vector �

for any polynomial base which was generated from the Vandermonde ma-
trix �. In contrast, the magnitude of the residual error � is only dependent
on the exactness of the numerical calculation of the expression ��+. Since
polynomial regression is independent of the basic polynomial set, Harker
and O’Leary propose the usage of an orthonormal polynomial base, since
they deem the generation of the base from the Vandermonde matrix as
ill-conditioned for numerical calculation [88]. The generation of the poly-
nomial base is executed with high numerical precision by application of
the three-term recurrence relationship between the polynomials6 [87, 88,
94]

�n = α (�n−1 ◦ �) + �n−1 β (2.65)

with

α =
1

‖{�− ��T} (�n−1 ◦ �)‖2
(2.66)

β = −α�T
n−1 (�n−1 ◦ �) (2.67)

The iteratively created orthonormal polynomials �n are generated as col-
umn vectors and are concatenated in the matrix � in the following way

�n = [�0, �1, · · · , �n] (2.68)

The first two polynomials can be calculated comparatively easily with

6The operator in (�n−1 ◦ �), for example, refers to the Hadamard product of tensors.
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�0 =
1√
N

[
1, 1, · · · , 1

]T
(2.69)

�1 =
�− �

‖�− �‖2
(2.70)

where � is the vector containing the x-coordinates of the nodes and N is
the number of the nodes.

One of the main advantages of the application of an orthonormal poly-
nomial base � is that its conjugate transpose �T, which can be calculated
with comparatively low computational load, equals its inverse matrix �−1

or its pseudo-inverse matrix �+ if it is non-invertible. Substituting the or-
thonormal base � into Equation 2.63 gives

s = �T � (2.71)

for the calculation of the coefficients s [88, 91]. The estimated values for �

can then be calculated with

�̃ = � � = ��T � (2.72)

The residual error � approaches �, if the maximum degree of the poly-
nomials dmax corresponds to the relation

dmax = n− 1 (2.73)

where n is the number of measurement points xi. However, linear regres-
sion of the data is achieved if the maximum degree of the polynomial
base functions is lower than the value of Equation 2.73. Then the data
is approximated according to the least square solution (see also Equa-
tion 2.63). Higher variations of the signal such as noise are cut off by the
maximum degree of the used polynomials, which allows for filtering and
data smoothing.

If a two-dimensional data set � is aligned with the x and y coordinate
frames, its data values can be explicitly expressed as a function of x and
y. In such a case, polynomial regression which is based on Equation 2.72
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can be separately executed for x and y directions in the following way for
polynomial degree d [88, 91]

�̃ = �M×(d+1) �
T
M×(d+1) �M×N �N×(d+1) �

T
N×(d+1) (2.74)

where � denotes the matrix for polynomial regression along the y direc-
tion and � the matrix for polynomial regression along the x direction.

2.4.2 Local Approximation

The equations in the former section are expressions for global approxima-
tion of data sets where the polynomials are calculated for the whole data
set. However, in many examples, global polynomial approximation will
lead to Runge’s phenomenon [91, 94, 107]. In such cases, local approxi-
mation, where the polynomials � are calculated for a support length ls

which is shorter than the number of data points n, can produce better
results.

The polynomial expansion ��T is a ls × ls matrix because it is ex-
panded on the support length ls

7. For local approximation, this matrix
is extended to an n× n matrix �. This operator handles the first and last
(ls − 1)/2 points with the first and last (ls − 1)/2 rows of the polynomial
expansion ��T. Thereby, the respective data point, which the polynomials
are evaluated on, moves towards the border of the support at the edges.
The central row of the polynomial expansion is used for the remaining
core points of the data sets. Such an operator � ensures that the degree
and support length of the polynomial expansion for data regression are
constant throughout the whole data set (see Figure 2.15). Additionally,
this operator is symmetric and therefore linear phase [95]. This means
that in contrast to common Fourier low-pass filters such a filter matrix
causes no distortion of the filtered signal but only a phase delay of the
whole signal (no signal change). In Figure 2.14, the generation of such
a local approximation operator � from the polynomial expansion ��T is
displayed for ls = 5 and n = 9.

The local approximation for two-dimensional arrays is calculated simi-
lar to Equation 2.74 with

�̃ = �M×M �M×N �T
N×N (2.75)

7Usually, the support length ls of a polynomial expansion has to be odd.
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��
T =

⎡
⎢⎢⎢⎢⎢⎢⎣

x11 r12 r13 r14 r15

r21 x22 r23 r24 r25

c c x c c

r41 r42 r43 x44 r45

r51 r52 r53 r54 x55

⎤
⎥⎥⎥⎥⎥⎥⎦

(a)

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x11 r12 r13 r14 r15 0 0 0 0

r21 x22 r23 r24 r25 0 0 0 0

c c x c c 0 0 0 0

0 c c x c c 0 0 0

0 0 c c x c c 0 0

0 0 0 c c x c c 0

0 0 0 0 c c x c c

0 0 0 0 r41 r42 r43 x44 r45

0 0 0 0 r51 r52 r53 r54 x55

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(b)

Figure 2.14: Example for the extension of (a) a 5× 5 polynomial expansion ��T

to (b) a 9× 9 local approximation operator �. The first two and the
last two rows of the polynomial expansion are used for the two first
and last points of a data set respectively. The remaining core points
of the data set are evaluated with the central row of the polynomial
expansion. The emphasized x’s mark the points which the polyno-
mial expansion with the support length of five points is evaluated
on.
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Figure 2.15: Smoothing of a noisy signal. An analytically generated signal (black)
is superposed with normal distributed noise to generate artificial
data points (blue dots). Polynomial regression (d = 2, ls = 5) is
used to smooth the data points (red).

where the operators � are usually extended from the same polynomial
expansion to the respective dimensions of the data array �. When the
dimensions of the data sets are kept constant for all measurements, Equa-
tion 2.75 allows efficient filtering of the data. After the operators � are
generated for the respective directions in the beginning, the data filtering
is executed by comparatively simple and fast matrix multiplications.

2.4.3 Polynomial Differentiation

Conventionally, a tridiagonal matrix �, as sketched in Figure 2.16, is used
for numerical differentiation, e. g. finite differences. The polynomial ap-
proximations of differentiation which are used for the generation of the
operator are the first forward difference

f′(x0) =
f(x0 + h) − f(x0)

h
+O(h) (2.76)

and the first backward difference, which is similar to Equation 2.76 except
for differently signed terms, as well as the First Central Difference

f′(x0) =
f(x0 + h) − f(x0) − h

2h
+O(h2) (2.77)

Accordingly, the former approximations are used for the boundary of
the data set (end points), while the center points of the data set are han-
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� =
1

2h

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−2 2 0 0 0 · · · 0

−1 0 1 0 0 · · · 0
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Figure 2.16: Conventional gradient usually used for numerical differentiation,
e.g. in finite differences applications. The first and last points are
handled with the First Forward and First Backward Difference (see
Equation 2.76), which is a two-point-approximation of degree one,
while the center points are handled with the First Central Difference
(Equation 2.77), which is three-point-approximation of degree two.

dled with the latter approximation. Since the first forward (backward) dif-
ference is a two-point approximation, it is of degree one. The first central
difference as a three-point approximation is of degree two. Because of this
inconsistency, the accuracy of numerical differentiation is reduced for the
end points of the data set which, for example, makes the reconstruction
of a curve from its differentials difficult [91].

However, reconstruction of data from gradients is beyond the scope
of this work. The main concern with differentiation in this work is the
adaptability of the support length ls of the applied differential operator. It
is preferable to adjust the differential operator according to the properties
of the data from the measurements. The conventional differential operator
� emphasizes the noise considerably because of the comparatively short
support length of its polynomial expansions. Therefore, extensive data
smoothing is necessary before the application of the operator. For this, see
also Figure 2.17, where the artificial data set which is given in Figure 2.15
is numerically differentiated using the conventional differential operator
� (blue line). The noise of the differentiated data without prior smoothing
overlays the signal considerably.

As mentioned in Section 2.4.1, a longer support length of the polyno-
mial expansion together with a low degree of the expanded polynomials
facilitates data fitting and smoothing according to least-squares-solution.
Such a differential operator also includes the data smoothing and is not
as prone to noise as the conventional differential operator �. It is possible
to generate an improved differential operator with the aforementioned
adaptability and constancy of support length by differentiation of poly-
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nomial expansions such as Lagrange Polynomials [16, 111] or Taylor Poly-
nomial Expansion [76]. However, in this work the differential operators
were generated with the orthonormal polynomials which were described
in Section 2.4.1, since the differentials of the orthonormal polynomials can
be generated with low additional computational load during generation
using the derivative of Equation 2.65 given as [91]

�̇n = α
(
�̇n−1 ◦ x+ �n−1 ◦ ẋ

)
+ �̇n−1 β (2.78)

The polynomial differential operator � is calculated with

� = �̇ �
T (2.79)

where � is a matrix with the orthonormal polynomials as column vectors
while the differentials of the polynomials are concatenated as column
vectors of �̇. Local differentiation can be achieved with an extension of
this operator similar to the extension of the polynomial expansion in Fig-
ure 2.14 [50, 92]. Two-dimensional data arrays can be differentiated with
such local differentiation operators � for each direction x and y, respec-
tively, in the following way

∂�

∂x
= �M×N�T

N×N and
∂�

∂y
= �M×M �M×N (2.80)

In this work, Equation 2.80 was used for the directional differentials
of the deflectometric measurements which were used for the calculation
of surface curvature. The support length of the operators was chosen
according to the noise level of the measurements which was dependent
on, for example, the clarity of the measured surface.
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Analytical derivative 
Conventional gradient 
Polynomial derivative 

𝑥 

𝑓ᇱ(𝑥) 

Figure 2.17: Example for numerical differentiation. The artificial data points of
Figure 2.15 are differentiated using the conventional differentiation
operator � (blue) and a local differentiation operator based on Equa-
tion 2.79 with d = 2 and ls = 5 (red). The analytical differentiation
of the generated function f(x) is given for comparison (black). Since
the conventional differentiation operator � is applied without prior
smoothing, the differential of the signal is overlaid with consider-
ably emphasized noise.





3
E X P E R I M E N TA L

3.1 laboratory setup of the deflectometric testing site

In Section 2.3.2, a basic deflectometric setup was introduced. Its main
components are a structured light source, in the given case an LCD-screen,
a camera and the sample to be inspected. The mapping function, which
describes how the screen is mapped onto the camera sensor via the sur-
face of the sample, is determined by the deflectometric measurement. The
reflections from high-gloss surfaces comply with the law of reflection,
which results in that the mapping function contains information about
the normal vector field of the sample’s surface. The normal vector field
on the other hand relates to the first derivative of the absolute surface
geometry. This information is used to calculate the curvature of the in-
spected surface, which in turn can be used for sink mark detection.

The given task of this work was to extend this basic setup, which is
only sufficient for the inspection of approximately plane surfaces, to en-
able total inspection of curved injection molded parts for sink marks. Ac-
cordingly, the setup should be still comparatively cheap while it does not
implicate additional sources of hazards to personal or material. Addition-
ally, models had to be found which calculated the perceptibility of possi-
ble sink marks for human observers from the results of the deflectometric
measurements.

In this chapter, the strategies to achieve these tasks are explained on the
basis of the laboratory testing site at the PCCL, which is displayed in Fig-
ure 3.1. In Table 3.1 the components which are used for the deflectometric
measurement are listed. The screen for pattern generation during the de-
flectometric measurement is implemented as the secondary screen of the
measurement PC, while the camera is connected to the PC via the GigE Vi-
sion interface standard. An off-the-shelf I/O-card type Agilent U2600A is
used for communication between the measurement PC and the remaining
electronic components of the testing site. This setup of a deflectometric
measurement facilitates the semi-automatic inspection of curved injection
molded parts which means that the parts are inserted manually into the
mounting of the automatic positioning unit. Other components which
can be seen on the testing site in Figure 3.1, such as additional cameras
and light sources, are installed for the detection of morphological surface
defects such as scratches, weld lines or tiger stripes on injection molded
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Table 3.1: List of components of the deflectometric testing site at the PCCL labo-
ratory

Component Type Designation
Frame Bosch profile system

1 Camera ATV Prosilica 2450 Resolution:
2448× 2250 pixels

1 Optical Lense Fujinon HF25A-1/1.4 Focal length:
25mm

1 Screen Eizo FlexScan EV2333W Resolution:
1920× 1200 pixels

1 Photo resistor Silonex NSL-5540 Temp. range:
−60◦ to 75◦ C

1 Positioning Unit Tilt: Thorlabs NR360S/M Resolution:
< 1 arcsec

Azimuth: PiMicos DT-80R Resolution:
0.225◦

1 I/O-card Agilent Agilent U2600A

Software Implemented in Matlab

parts, which is also part of the PCCL project “Development of methods
for the IN-LINE quality inspecton of freeform plastic surfaces aided by
multi-axial robotic systems”. These methods are applied parallel to the
deflectometric measurements but are beyond the scope of this work.

The software for control and evaluation of the measurement and its
results was implemented in Matlab. This language is an imperative lan-
guage, which means that program execution happens sequentially. For
this reason, the implementation of situation-dependent programs (e.g. au-
tomation applications) is often difficult in Matlab compared to object ori-
ented languages such as C++. On the other hand, the advantage of this
programming language lies in the efficient implementation of mathemat-
ical algorithms. Additionally, this language supports the implementation
of vector-tensor-calculations with similar semantics as the algebraic for-
mulas. For this reason, algorithms can be implemented fast with high
readability.

The measurement sequence of the test setup is sketched in Figure 3.2.
The representation of the process is simplified to increase readability of
the figure by separating the single steps thematically. In the following
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Positioning Unit 

Cameras 

Sample 

Screen 

Figure 3.1: Image of the deflectometric testing site.

sections, the measurement sequence steps and the respective hardware
will be described in detail.
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System 
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Figure 3.2: Measurement sequence for the inspection of a single injection molded
part for sink marks.
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3.2 system initialization

During initialization, the system is prepared for the actual measurement
process. Working variables are calculated and allocated beforehand to
decrease calculation time during result evaluation. For example, the ma-
trices for polynomial differentiation of the deflectometric results are cal-
culated at the startup of the system and then used for all successive mea-
surements.

Another important task is the establishment of the communications pro-
tocols between the measurement PC and the electronic components of the
testing site. In Figure 3.3 the communication between the measurement
PC and the electronic components is sketched. As can be seen, the commu-
nication between the measurement PC and each component happens in-
dependently of the other communications. Therefore, feedback about the
state of the electronic components was important to maintain chronolog-
ical order of the measurement sequence. This approach prevented asyn-
chronous behavior of the components, for example premature triggering
of the cameras, which would result in artefacts in the measurements. For
this reason, strategies for process timing which are based on the status
feedback of the electronic components were implemented. These meth-
ods will be described in Section 3.3 and Section 3.4.



54 experimental

Measurement 
PC 

Screen 

Camera Image 

Trigger Pattern 

Light 
Sensor 

Screen 
ready 

Positioning 
Unit 

Position 
Command 

Actual 
Position 

Figure 3.3: Communication between the electronic components of the testing site.
The communication between the measurement PC and each com-
ponent (camera, screen, positioning unit) happens independently of
each other.

3.3 part positioning

Total surface inspection of curved parts is achieved by increasing the num-
ber of viewpoints of the inspection setup on the surface. One approach
would be the use of one camera for each viewpoint. However, this ap-
proach would be expensive and would also require additional calibration
of each camera for comparison of the single measurements. Additionally,
it would be necessary to reposition the cameras according to a new part
configuration. A cheaper and more flexible approach was to use only
one camera which was fixed on the frame together with an automatic
handling unit which positioned the part for each measurement of the sur-
face. Accordingly, the applied part positioning unit had to be affordable
without possible safety implications for staff and material due to moving
parts.

The final design of the positioning unit consisted of two off-the-shelf
rotation units (see Table 3.1). Aluminium parts were designed as a con-
nection between the rotation units and as a base of the positioning unit.
This configuration allowed the adjustment of the tilt and the azimuth of
the part relative to the screen and the camera of the testing site.

In Figure 3.4 the tilt axis of the positioning unit is displayed as a dot-
dashed line. The connection between the two rotation units was designed
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to ensure that the surface of the part and the axis coincide. This was ad-
vantageous because the camera of the testing site could be held at one
fixed position. Since cameras also feature only a limited depth-of-focus
around the focal plane, the measuring volume was limited. This volume
defines the region inside the testing site in which the part could be moved
around while still remaining in a sufficiently wide depth-of-focus region
of the camera. This condition had to be fullfilled to facilitate the capture
of suitable measurement images for the deflectometric calculations.

Matching the surface with the tilt axis facilitates the minimization of
surface movements out of the focal plane of the camera. In the optimum
case, the surface would be positioned parallel to the focal plane, which
would ensure that the surface is captured with high and constant sharp-
ness. However, the part positioning had to be optimized for the reflection
of the screen patterns into the camera for each surface. The surface was
captured at an angle to the focal plane of the camera and, therefore, with
varying sharpness. However, this effect was comparatively low due to the
arrangement of the positioning unit and could be easily compensated by
reducing the aperture of the camera to extend the depth-of-focus. The
application of sinusoidal patterns for the deflectometric measurement,
as described in Section 2.3.3, further decreases the influence of reduced
sharpness due to defocussing of regions of interest on the part.

The communication between the measurement PC and the positioning
unit was carried out by COM-ports on the control units for the stepper
motors of the rotation units. This interface facilitates the transmission of
script commands without the need of additional drivers. The script com-
mands are interpreted by the control units which translate the commands
into rotation velocity, duration and direction for the stepper motors of the
rotation units. As can be seen in Algorithm 3.1, the actual position is con-
tinuously retrieved by a wait-function which pauses program execution
until the positioning unit reaches its specified position for the next mea-
surement.
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Figure 3.4: a) Sketch of the positioning unit. The designed aluminium parts are
colored gray. The CAD data of the rotation units was obtained from
[114] and [101]. b) Image of the positioning unit.
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Algorithm 3.1 Command and feedback control of the positioning unit

1: Allocate object COM1 for the COM-port of the rotation unit which
produces the tilt θ of the position unit.

2: Allocate object COM2 for the COM-port of the rotation unit which
produces the azimuth ϕ of the position unit.

3: COM1(script command for absolute value of the specified tilt θ1)
4: COM2(script command for absolute value of the specified azimuth

ϕ1)
% Define next position for the positioning unit with tilt θ1 and azimut
ϕ1

5: while C 	= 0 do
6: Read out actual θ from COM1
7: Read out actual ϕ from COM2
8: C = |ϕ−ϕ1|+ |θ− θ1|

% Cost function
9: end while

10: Pause for short duration
% Reduce vibrations during image acquisition

11: Start deflectometric measurement

3.4 image acquisition and deflectometric algorithms

The arrangement of all components relative to each other is an important
factor for the working principle of deflectometric measurements. Several
studies exist which define optimum solutions for the arrangement of the
components for deflectometric measurements [60, 71, 119]. The results of
these studies were used in the development of the testing site. In this
work, especially the positioning of camera and screen relative to each
other, the focal length of the camera lens and the adjustment of camera
focus are discussed further.

One of the major tasks for the development of a deflectometric testing
site was to avoid the necessity of calibration. This was achieved by a cam-
era positioned at a long distance to the sample. Such a setup fulfills the
conditions which allow the approximation of surface curvature with di-
rectional derivatives of the mapping function. Thus, prior calibration of
the setup is not necessary, as mentioned in Section 2.3.2. The distances be-
tween screen and sample as well as camera and sample in the final setup
were chosen to be approximately 500mm. This distance was thought to
be a good compromise between the necessity of long distances between
the components of the deflectometric test setup and the maximum space
available for a testing site which has to be implemented into a process
line. The overall dimension of the testing site, which can be practically
implemented into a standard injection molding process, was considered
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(a)
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(b)

Figure 3.5: Injection molded part displayed in the mounting of the positioning
unit in Figure 3.4. a) Front side of the part, b) back side of the part.
All structures which could cause sink marks are marked.

to be less than one cubic meter. Additionally, the camera was positioned
close to the monitor, causing the angle between the surface normal of the
screen and the viewing direction of the camera to as low as possible. This
arrangement facilitates a high reproducibility of the defect detection [119].
Furthermore, the intensity of the reflection from the surface is high due
to a low angle of incidence.

Total surface inspection was achieved by subsequent positioning of the
sample for each measurement. Accordingly, sample positions had to be
found where different regions of the sample reflected the screen into the
camera. This task was aided by a suitably large measurement volume
which was defined by the positions of screen and camera relative to each
other and the sample as well as the picture area of the camera. Besides
the distance between camera and sample, the picture area of the camera
was dependent on the focal length of its optical lens which had to be cho-
sen accordingly. Small focal lengths would provide a wide-angle view but
would also cause image distortions which would influence the measure-
ments. On the other hand, a too large focal length would cause a smaller
picture area and therefore a smaller measurement volume.
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The injection molded part which is displayed in the mounting of the po-
sitioning unit in Figure 3.4 is closer displayed in Figure 3.5 and is used in
Section 4.3 to evaluate the measurement concept. In Figure 3.6 a measure-
ment sequence for total surface inspection is displayed for this injection
molded part. In addition to one measurement image for each measure-
ment position, the respective black and white map is given which defines
the area of the inspected surface region. This black and white map was
calculated from Equation 2.39.

Finally, the position of the camera’s focal plane relative to the part’s sur-
face and the virtual image of the screen’s reflection influences the quality
of the deflectometric measurement. If the camera is focused on the reflec-
tion of the screen, the mapping function between screen and camera is
measured with high resolution, while the surface features are averaged
due to defocusing. On the other hand, if the camera is focused on the sur-
face, surface features are resolved well, while the resolution of the map-
ping function decreases. However, a focus on the reflection of the screen
caused aliasing between screen and camera pixels in preliminary tests,
which caused artefacts in the measurement results. Therefore, the supe-
rior approach was to focus the camera between these two extremes but
closer to the part’s surface. Nevertheless, decreasing the aperture of the
camera and the application of sinusoidal patterns for the deflectometric
measurement facilitated quite good resolution of the mapping function.

Algorithm 3.2 displays the methods to calculate the mapping func-
tion m from the captured images. The 4-Bucket Algorithm, as expressed
in Equation 2.38, requires the generation of four phase-shifted pat-
terns (Equation 2.35) for the deflectometric measurement. The function
fullscreen, which was downloaded from Matlab Central [115], was used for
pattern generation on the measurement screen. This Java-based function
facilitates fullscreen display of images on a selected screen with Matlab
procedures. Acquisition of the measurement images happens after each
of the light patterns is generated on the screen which is used as the struc-
tured light source. Accordingly, it is necessary to ensure that the image
acquisition is not triggered before the respective pattern is fully built-up
on the screen. For this reason, a light sensor was attached in one corner
of the screen to measure screen luminescence.

In Section 2.3.5, algorithms are introduced to increase the resolution of
the deflectometric measurement by iterative measurements. In the first
iteration, sinusoidal patterns with periodic lengths which are equal to the
screen dimensions are used to calculate rough but unambiguous mapping
functions. The periodic lengths of the sinusoidal patterns are decreased
with each iteration. Each iteration, a new mapping function is calculated
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Figure 3.6: Left column: Example of measurement image for each position. Right
column: Black and white maps marking the inspected surface areas
which are inspected in the respective deflectometric measurement.
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Algorithm 3.2 Determination of the mapping function � from deflecto-
metric measurement

1: Display black image on measurement screen
2: repeat
3: for i = 1 : imax do

% imax ... maximum number of iterations
4: repeat
5: Generate pattern pj according to Equation 2.35

% Period of patterns is decreased by factor 2 each iteration i

6: Display pattern
7: Wait for signal from light sensor
8: Image acquisition
9: Display black image on measurement screen

10: until Image acquisition of gj for all patterns pj

11: Calculate Θ1�l(u, v)← arctan
[
�3−�1
�0−�2

]
12: if i == 1 then
13: Θ0 ← Θ1

% unwrapped phase information Θ0

14: else
15: k← round

[
2Θold−Θ1

2 π

]
% Θold is the unwrapped phase information of the prior iteration

16: Θ0 ← Θ1 + 2 π k

17: end if
18: if i == (imax − 1) then

% Determine the region of the surface which reflects the screen into
the camera

19: Calculate I according to Equation 2.39
20: Calculate region of interest (ROI) from I

21: end if
22: end for
23: �l = 2−(imax−1) L

2π Θ0

% pixel number L in direction l

24: until �l encoded for screen coordinate directions u and v

25: return Mapping function � = (�u,�v)
T, ROI
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from the respective iteration while its ambiguities are resolved with the
mapping function from the prior measurement.

The number of iterations should be optimized for the required reso-
lution of the deflectometric measurement, since measurement duration
increases considerably with each iteration. This is due to the fact that the
number of required images for each measurement increases by eight im-
ages for each additional iteration in case of the 4-Bucket-Algorithm (see
Section 2.3.3). The large amount of images was the main cause for the
long duration of the deflectometric measurements and is a major issue
for in-line applications of such a method.

Additionally, the possible maximum number of iterations also depends
on the reflection behavior of the inspected surface. The signal-to-noise ra-
tio decreases especially for high frequency patterns due to the increased
low-pass behavior of diffusely reflecting surfaces [60]. In this work, four
iterations of the deflectometric measurement were carried out for the in-
spection of the high-gloss injection molded parts.

The reliability of the masking procedure (see Section 2.3.4) was in-
creased by using the pattern with higher periods for the calculations. The
increased low-pass behavior of the surrounding surfaces, which reflected
the pattern more diffusely than the inspected surface, ensured that only
the regions of interest were detected. As can be seen in Algorithm 3.2, the
segmentation of the region of interest was carried out in the second last
iteration. This iteration was chosen instead of the last iteration to prevent
a possible decrease of contrast of the segmentation parameter.

3.5 evaluation of sink mark intensity

3.5.1 Homogenization of the Measurements Using Golden Sample Approach

The mapping function, which is obtained as result from deflectometric
measurements, describes how the screen area is mapped onto the cam-
era sensor via the high gloss surface of the inspected part. Since the part
reflects the screen into the camera according to the law of reflection, the
mapping function also contains information about the normal vector field
of the part’s surface. On condition that the camera is positioned far from
the surface, the curvature of the inspected surface can be calculated from
the two-dimensional mapping function, which is obtained from deflecto-
metric measurements, without prior calibration.

The curvature of the surface can be analyzed to evaluate the intensity of
sink marks. However, the influence of the surrounding surface has to be
subtracted from the curvature measurement prior to sink mark detection
and evaluation, which can then be carried out with simpler and more



3.5 evaluation of sink mark intensity 63

Measurement 

Golden Sample 

Figure 3.7: Comparison of inspected sample with Golden Sample. The color code
relates to the curvature of the surfaces (cyan: flat, blue: concave, red:
convex)

robust algorithms. A common option to achieve this subtraction is the
application of a Golden Sample, which is formed by a measurement of a
pre-defined good part (see Figure 3.7). The quality of an defective part is
then classified by its deviations from the Golden Sample. These deviations
can be detected using threshold algorithms and evaluated according to
their intensity.

However, perfect congruence has to be achieved between the curva-
ture data of the Golden Sample and the inspected sample to prevent arte-
facts in the measurement. Therefore, shape matching methods are neces-
sary for automatic alignment of the two measurements. Two algorithms
for shape matching were tested and evaluated: Shape Contexts [11, 12]
and non-linear shape registration [28, 29]. These two methods are used
to find point correspondences between two images of the same or sim-
ilar objects. The gained information was used to enable the calculation
of the planar homographic transformation for image alignment in this
work. In this method, the homographic transformation matrix was cal-
culated with the direct linear transformation algorithm (DLT; e.g. [51]).
The homographic transformation matrix is approximated from the over-
determined solution of the system of equations which is constructed from
the correspondences between the contour points of the two images. Since
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this algorithm is a linear matrix transformation, the algorithm calculates
the homographic transformation matrix between the images quite fast.
However, even slight errors in the calculation of contour point correspon-
dences cause considerable errors in the solution of the DLT-algorithm.

In Figure 3.8 shape contexts and non-linear shape registration are ap-
plied on the contour of an isosceles triangle. A test shape was generated
from the original shape by a translational shift, a shape distortion of 10%
of the triangle dimensions and a rotation by 3◦. As can be seen in Fig-
ure 3.8, these methods work properly if size and shape of the compared
objects are similar such as in the examples and if the contours of the
objects are well defined. Nevertheless, there are still small deviations be-
tween the aligned images in this best case scenario, which are caused by
mismatched correspondences of contour points. On the other hand, the
deflectometric measurements of curved injection molded parts are opti-
mized for total surface inspection. Therefore, some measurement results
feature only a few clear contours or salient points1. The contour of the
reflecting regions in the measurement images is not determined by the
part geometries but the screen area which is reflected from the surface
(compare with the measurement regions in Figure 3.6). For these reasons,
non-linear optimization algorithms such as the Levenberg-Marquardt al-
gorithm for example, together with, for instance a RANSAC-algorithm for
outlier compensation would be necessary for overlaying a deflectometric
measurement with a Golden Sample using shape matching algorithms.
Such methods are time-consuming, while even small errors in the match-
ing process can cause significant deviations in image alignment. There-
fore, shape matching methods were considered as unsuitable for inline
applications for deflectometric detection of sink mark.

3.5.2 Evaluation of the Measurements Using Inverse Patterns

Another promising approach for surface inspection of high-gloss injec-
tion molded parts was the application of inverse patterns [119, 120]. This
approach is based on the mapping function which results from deflec-
tometric measurement. This function mathematically describes the map-
ping of screen pixels onto the camera sensor pixels via the surface of the
inspected part. In other words, the mapping function describes how the
light pattern which is displayed by the screen is distorted because of the
shape of the reflecting surface and the projection onto the camera sensor.

For inverse patterns, the deflectometric registration of the mapping
function is used to calculate how the pattern on the screen has to be gen-

1Salient points are points of objects or images with prominent features. Therefore,
such points are often used as reference points.
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(a) (b)

(c) (d)

Figure 3.8: Performance of shape contexts and planar homography for a simple
isosceles triangle. a) Original triangle, b) Shape which is translation-
ally shifted, distorted by 10% of the maximum dimensions and ro-
tated by 3◦. c) Zoomed in results of shape matching with Shape Con-
text [11, 12] and d) with planar homography [28, 29]. (Red: Original
Shape, Green: Aligned Shape, Yellow: Overlay)

erated to produce a predefined pattern, for example a periodic pattern
such as a checkerboard pattern, on the camera sensor (see Figure 3.9). An
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(a) (b)

(c) (d)

(e)

Figure 3.9: Surface inspection with inverse patterns. a) Front side of the whole
injection molded part where the inspected area is marked, b) Back
side of the inspected area where the positioning pin which causes the
inspected sink mark is marked, c) Inverse pattern displayed by the
screen, d) good part, e) bad part
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inverse pattern which is generated for a specified good part can be used
for quality inspection of other injection molding parts of the same series.
Defects such as sink marks which change the surface shape lead to dis-
tortions in the periodic pattern which is captured by the camera. Such an
approach would be suitable for in-line inspection, since it facilitates fast
one-shot surface inspection and the application of simple defect detection
algorithms.

However, quality inspection with inverse patterns requires sample po-
sitioning with high reproducibility, since even small displacements of
the inspected part’s surface or slight thermal warpage, which injection
molded parts are prone to, lead to considerable distortions in the cap-
tured pattern. Such effects would cause false rejection of parts. Addi-
tionally, inverse patterns function best on surfaces with homogeneous
reflection behavior. Figure 3.10 shows the results of quality inspection of
a patterned surface with inverse patterns. Since the pattern of the sur-
face reflects incident light diffusely, it changes the reflection behavior of
the otherwise high-gloss surface considerably. Additionally, the inspec-
tion of all patterned parts of one test series showed that the pattern was
slightly different for each patterned part. This fact was caused by slight
differences during the punch out and thermoforming processes of the
foils which were used for manufacture of the parts. Therefore, the cap-
tured pattern was severely distorted due to the inhomogeneous reflection
behavior of the patterned surface which severely reduced the sensitivity
of the quality inspection. For these reasons, inverse patterns were aban-
doned in this work as a quality inspection method despite their many
advantages for in-line inspection.

3.5.3 Homogenization of the Measurements Using Polynomial Base Functions

Since the application of neither Golden Samples nor inverse patterns re-
sulted in reliable homogenization of the deflectometric measurement, the
basic geometry of the curvature was approximated by polynomial regular-
ization. Polynomial base functions were used for regularization and differ-
entiation of the deflectometric measurement results, whereby noise and
measurement artefacts were reduced. Then, the surface’s curvature was
calculated from the algorithms which were introduced in Section 2.3.6.
In the next step, the influences of the surrounding surface on curvature,
which are large-scaled in comparison with the short-ranged impact of
sink marks, were approximated with polynomial base functions from the
measurement, similar to the approach of O’Leary and Harker [88].

This process resembles the application of a low-pass-filter on the mea-
surement. However, in contrast to low-pass-filters, which are usually de-
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Figure 3.10: Inspection of a patterned surface with inverse patterns. a) Front side
of a print patterned injection molded part where the inspected area
is marked. b) Mirror-inverted back side of the injection molded part
where the inspected area which features sink mark inducing struc-
tures is marked (yellow area covers company logos), c) Generated
inverse pattern, d) Reflection of inverse pattern on good part, e) Re-
flection of inverse pattern on bad part.
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(a)

(b) (c)

Figure 3.11: Comparison of Fourier transformation with polynomial base func-
tions. The edge of a circle area is detected by subtracting a low-pass
filtered image, b) by polynomial base functions, c) by Fourier trans-
formation. Since the intensities of the resulting images are logarith-
mically scaled, spectral leakage from the Fourier transformation is
visible.
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rived from Fourier analysis, the application of polymer base functions fa-
cilitate the filtering of non-periodic data. Therefore, this approach reduces
spectral leaking and Gibbs ringing artefacts which result from Fourier
analysis of non-periodic data (see Figure 3.11 for example). Figure 3.12
shows the application of this approach on a surface region of an injec-
tion molded part. Because of the homogenization of the background by
subtracting the low-pass filtered approximation, the intensity of the sink
marks becomes more distinct. The color code in the following images re-
lates to the curvature of the surface (cyan: flat, blue: convex, red: concave).

However, as mentioned before, the deflectometric measurement is cap-
tured only by a fraction of the camera sensor. The content of the com-
plement of the sensor area is omitted by the masking process. Therefore,
the correlating parts of the image feature either zeros or not-a-numbers
as values. For this reason, interpolations and extrapolation processes are
necessary to decrease the influence of the sharp edges in the measure-
ments which were produced by the masking process. Additionally, image
points at the border of the deflectometric measurement were strongly in-
fluenced by the values of the interpolated points. In Figure 3.13 a mea-
surement image is weighed with the confidence for each measurement
point. The center of the region of interest features 100% confidence while
the confidence decreases to the border. Thereby, the ratio between extrap-
olated and measurement points which were used for the calculation of
the smoothed measurement is used to estimate the confidence. The con-
tour points of the region-of-interest feature the lowest confidence because
of the maximum number of (n− 1)/2 estimated points, where n is the
number of points which were used in the smoothing calculation. There-
fore, surface regions which featured sink marks were put in the center of
measurement regions when the setup of the testing site allowed it.

3.5.4 Evaluation Model

In the next step, the sink marks are detected by applying a regional maxi-
mum search algorithm and evaluated with a model which is based on the
results of Hayden [53]. In several assessment studies Hayden found that
the perceptibility of sink marks on high-gloss surfaces is mainly depen-
dent on the local curvature as well as the area of the sink marks. There-
fore, the following model combines area and curvature of sink marks into
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Measurement Approximation 

Figure 3.12: Preprocessing of the measurement results of an inspected surface re-
gion by application of polynomial base functions (injection molded
part is displayed in Figure 3.10(a)). The approximation (right) is cal-
culated from the measurement (left) using polynomial base func-
tions. After subtraction of the approximation from the original mea-
surement, the distinctness of the sink marks in the processed image
(below) is increased. The color code relates to the curvature of the
surface (cyan: flat, blue: convex, red: concave).

Figure 3.13: Deflectometric measurement of curvature (see Figure 3.12) with its
confidence value in dependence to number of extrapolated image
points. The measurement becomes transparent proportionally to the
decrease of confidence.
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a feature parameter to calculate the visual intensity of the sink marks.
Mathematically it can be expressed by

Intensity =

∫
As

κdA, (3.1)

where κ is the curvature of the evaluated sink mark and As its area.
The size of the area is defined by the width at half maximum of sink
mark curvature. This model works well for point-shaped sink marks be-
cause of their rotational symmetry. However, sink marks with more com-
plex shapes can only be roughly approximated with this model, since
the model does not take the dependence of sink mark intensity on the
viewing direction into account. However, the model can still be used for
qualitative evaluation of the intensity of such sink marks.

In Algorithm 3.3 the strategies for the calculation of sink mark inten-
sity from the mean curvature κmean are shown. First the mean curvature
is calculated from the mapping function which resulted from the deflec-
tometric measurement. Afterwards, the model as stated in Equation 3.1
is applied on the mean curvature which was homogenized with the regu-
larized approximation of the basic curvature geometry.

Algorithm 3.3 Evaluation of sink mark intensity
1: repeat
2: Prepare regression matrices �x and �y

3: Prepare differentiation matrices �x and �y

% Matrices generated with the DOP-toolbox [50]
4: �1 = ���x +�� �x

5: �2 = �y�� +�y��

% Approximation of the Weinberg-Matrix according to Equation 2.59
6: κmean = 1

2
(�1 ◦�1 +�2 ◦�2)

% Equation 2.60
7: Use average-filter to calculate the

∑
N of the neighborhood N

% The order of linear operations has no influence on the result
8: κmean ← κmean − �y κmean �x

% Homogenization of the background
9: Detection of sink marks using local maximum detection

10: Calculate the area of the sink marks
11: Calculate sink mark intensity according to Equation 3.1
12: until done for all inspected regions of the part’s surface
13: return Sink mark intensities
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R E S U LT S

4.1 general considerations concerning the inspected in-
jection molded parts

The injection molded parts which were selected for the test series had to
feature several properties. First, it was crucial that the inspected injection
molded parts were examples for current designs in industry. This ensured
the applicability of the deflectometric method for quality inspection prob-
lems which the plastics industry has to face nowadays. Therefore, the in-
spected injection molded parts were chosen from the recent production of
industrial partners. Accordingly, parts with curved surfaces were chosen
to evaluate the performance of the introduced deflectometric test setup
for such parts.

Besides shape, an important criterion for the choice of suitable test
samples was the color of the inspected parts. Experience showed that
bright colored surfaces facilitate considerable emission of diffusely re-
flected light which interferes with the deflectometric measurement con-
cept. In Figure 4.1 the measurement images of a white and a black sample
are shown. In comparison to the black sample, the contrast of the light
pattern on the white surface is considerably decreased due to diffuse re-
flection. Therefore, the sensitivity of the deflectometric measurement was
expected to decrease to the same effect.

However, a comprehensive study on the effects of color on the per-
formance of the deflectometric measurement was beyond the scope of
this work. It was decided to focus on the evaluation of the deflectomet-
ric method combined with an affordable system for part positioning for
the measurement of curved injection molded parts. Another topic of this
work was the development of a model for sink mark intensity. In Sec-
tion 4.2 and Section 4.3 two parts which were used to evaluate the mea-
surement concept and their measurement results will be introduced. Con-
trary to the examples in Section 2.3, these parts are curved, which makes
the application of a positioning unit necessary.

73
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(a) (b)

Figure 4.1: Influence of the inspected sample’s color on the contrast of the light
pattern in measurement images: a) white sample, b) black sample.

4.2 injection molded part “coffee maker front panel”

4.2.1 Part Description and Test Series Preparation

Figure 4.2 displays the inspected part “Coffee Maker Front Panel” (cour-
tesy of Wittmann Battenfeld GmbH). The process called BFMOLD®,
which is licensed by Wittman Battenfeld GmbH, was used to achieve a
high-gloss surface of the part without the need of coatings or quality in-
creasing foils. This process applies a two-way system of hot and cold wa-
ter to rapidly heat and cool the fixed half of the mold during the process
cycle. This facilitates the application of a higher mold temperature with-
out a large increase of cooling time. In Table 4.1 the settings of the main
parameters test series production are displayed. The material which was
used for manufacture was Terluran® GP35 by BASF Österreich GmbH
(see Section A.2).

The high-gloss injection molded part is curved, however, its shape
can still be described in terms of polynomial equations, in this case as
parabola or cylinder jacket. The specification of measurement positions
was easily achieved with the positioning unit introduced in Section 3.3
due to its cylindrical symmetry. For the same reason, the surface of the
part was only negligibly moved outside of the focal plane. The inspected
sink marks are nearly spot-shaped and are caused by screw bosses on the
back of the part which are located close to its corners (see Figure 4.3). The
model introduced in Section 3.5.4 was expected to give a good estimate
for the intensity of the sink marks because of their rotational symmetry.
For these reasons, this injection molded part was considered to be well-
suited for a first evaluation of the measurement concept of “sink mark
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Table 4.1: Processing parameters for production of the “Coffee Maker Front
Panel” test series

Parameters Values
Die temperature, C 250

Injection volume rate, cm3/s 25

Max. injection pressure, MPa 136

Holding pressure, MPa 75− 95 (inkr. 2.5)

Cooling time, s 30

Mold temperatures, C
low value 75

high value 155

top left
top right

bottom left
bottom right

Figure 4.2: Front side of the injection molded part “Coffee Maker Front Panel”
(courtesy of Wittmann Battenfeld GmbH) with dimensions of 100×
100mm2. The inspected sink marks are located in the corners of the
part.



76 results

top right 

top left 

bottom left 

bottom 
 right 

pin gates 

Figure 4.3: Back side of the injection molded part “Coffee Maker Front Panel”.
The screw bosses in the corners of the part cause the inspected sink
marks.

intensity”, which uses the phase measuring deflectometry as a detection
method as described in Section 2.3 and Section 3.4.

For the evaluation of the testing site and the intensity model used, test
series had to be manufactured. It was important to ensure that the pro-
duction of the parts was as reproducible as possible within one series. As
suitable parameter settings were found for the production of good parts,
only the holding pressure was varied for test series production. The hold-
ing pressure, one of the main factors for sink mark formation or preven-
tion [42], can be changed fast without long latency until the process is
stabilized again.

The production of the test series was carried out by reducing the hold-
ing pressure, which started from 95MPa, incrementally in 2.5MPa steps.
For each test series, the parts of the series were taken after at least ten
molding cycles had passed after the change in holding pressure to ensure
a stable process. In this case, the process stability was evaluated by check-
ing the hydraulic pressure curve and the mold temperature each cycle.
This procedure was repeated until test series were manufactured for a
holding pressure range from 75MPa to 95MPa.
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4.2.2 Results of the Deflectometric Measurements

Figure 4.4 shows an array of cropped deflectometric measurements of the
sink marks and their surroundings. To emphasize the differences between
the results of the test series, the increment between the chosen test series
was 5MPa. One example for each test series and sink mark is depicted
exemplarily. As can be seen, the distinctness of the sink marks intensity
decreases with increasing holding pressure.

In Figure 4.5 the graphs show the calculated mean values of the inten-
sities of the four sink marks, where six samples were used for each data
point. The results were in accordance with the expectation that sink mark
intensity increases as the holding pressure decreases. At a holding pres-
sure of 85MPa, the increase of sink mark intensity declines, which can
be explained by pressure losses between the gates at the central recess
of the part and its corners (see Figure 4.3). Below this level the holding
pressure does not reach the corners of the parts and the thermal shrink-
age is at its maximum. Comparison of the graphs in Figure 4.5 shows
that the detected intensities of the bottom sink marks are higher than the
intensities of the top sink marks. The differences between the intensities
of top and bottom sink marks becomes more pronounced especially at
maximum holding pressure. This behavior can be explained by higher
pressure losses between the gate and the bottom sink marks. The flow of
the melt to the two bottom sink marks is inhibited by six symmetrically
positioned smaller cut-outs (see Figure 4.2), which results in a higher per-
ceptibility of the bottom sink marks in comparison to the top sink marks.
Asymmetries of the mold, such as differences in temperature, wall thick-
ness and pin gate diameter, could be the cause for the higher intensities of
the left sink marks compared to the right sink marks. Unfortunately, those
properties of the mold could not be measured due to limited availability
of the mold.

4.2.3 Comparison with Topographical Measurement

The topography of the sink marks was measured to evaluate the results of
the deflectometric measurements. Based on light and matter interaction
processes such as light scattering and diffraction as well as selective light
absorption and reflection, the perceptibility of surface features like sink
marks is normally dependent on the given surface structure, material and
color [37, 40, 41]. For black high-gloss parts, this dependency is reduced to
the topography of sink marks. For these reasons, the top right and bottom
right sink marks (see Figure 4.2) were measured for all test series with a
chromatic confocal microscope type FRT Microprof® by Fries Research &
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top
left

bottom
left

top
right

bottom
right

75MPa 80MPa 85MPa 90MPa 95MPa

Figure 4.4: Deflectometric measurement of sink mark intensities. The increment
of the holding pressure between the selected test series amounts to
5MPa. The color code relates to the curvature of the surface (cyan:
flat, red: concave, blue: convex; at 75MPa: sink mark depth >7.5μm,
at 95MPa: sink mark depth ∼3μm).
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Figure 4.5: Means of sink mark intensities for each test series: a) top left, b) bot-
tom left, c) top right, , d) bottom right sink marks.
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Table 4.2: Parameters of the topographic measurements with the chromatic con-
focal microscope FRT Microprof®

Parameters Values
Measured area, mm×mm 17× 17

Pixel resolution, px 340× 340

Max. lateral range, mm×mm 200× 200

Max. vertical range, μm 3000

Lateral resolution, μm < 6

Vertical resolution, nm 100

Measurement frequency, Hz 2000

Technology GmbH. The measurement principle of this device is based on
the chromatic aberration of optical lenses. The index of refraction of ma-
terials is dependent on the wavelength of the refracted electromagnetic
waves. For this reason, the colors of white light are focused at different
focal lengths. The FRT Microprof features a point light source and a point
detector which are used confocally with the same optical lens. Because
of chromatic aberration of the lens, only electromagnetic waves with a
specific wavelength are focused from the point source onto the surface
and form a sharp high intensity light point on the surface. Other wave-
lengths are defocused and form dots of lower intensity. The light dots are
detected by a photosensitive point detector. The same lens as was used to
project the light dots on the surface is used to focus the light back from
the surface onto the detector. Therefore, only the electromagnetic waves
which were focussed on the surface are captured with high contrast and
and intensity. By using the wavelength and the optical aberration of the
lens, the height information of the surface is calculated. This method fa-
cilitates pointwise topographical scans of surfaces. The parameter setting
of the measurement is listed in Table 4.2.

The measurement results were expected to be a superposition of two
peaks due to the tilted arrangement of the hollowed screw boss at the
back of the part. The base area where the screw boss connects to the wall
of the part is not a circular but an elliptic ring. Therefore, the base area
forms two larger areas at the ends of the longer axis of the elliptic base
(see Figure 4.6). Since these two areas are at a greater distance to each
other and larger sized compared to a perpenticular cut, the sink mark
features two peaks instead of a ring shape.
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a 
b 

Figure 4.6: Sections of the screw boss. Left: Section of the screw boss perpendic-
ular to its axis. Right: Angled section of the screw boss. The section
becomes elliptical where two larger areas are formed opposite to each
other along the larger axis a. The shorter axis b is defined by the di-
ameter of the screw boss.

Similar to the approaches of Gruber et al. [43] and Pacher et al. [100], the
measurements were fitted to an analytical model. The fitting parameters
of the two peaks are calculated separately from a fitted curve. The model
is given by

f(x, y) = A1 · p1(x, y) +A2 · p2(x, y) + poly33. (4.1)

A1 are A2 are the amplitudes of the peaks p1 and p2 which are given
by

pi(x, y) = [ηi · gi(x, y) + (1− ηi) · hi(x, y)] . (4.2)

The peak shape was modelled as a superposition of the Gaussian func-
tion

gi(x, y) = exp

[
−
(x− μxi)

2

2 σxi
−

(y− μyi)
2

2 σyi

]
(4.3)
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Figure 4.7: Comparison of Gaussian and bump function. The bump function fea-
tures the wider peak (G...Gaussian, B...bump function).

and the elliptical bump bell function

hi(x, y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

exp

⎡
⎢⎣ 1(

x−μxi
bxi

)2
+

(
y−μyi
byi

)2

−1

+ 1

⎤
⎥⎦ for

(
x−μxi
bxi

)2

+
(
y−μyi
byi

)2

< 1

0 else
(4.4)

The bump bell function is based on the compact bump curve which
is well-known from the theory of generalized functions (e.g. [68]). It was
also chosen because this function is compact and smooth. In Figure 4.7, a
bump function is plotted compared to a Gaussian function.

The model parameters of the model are listed in Table 4.3. The expres-
sion “poly33” resembles a two-dimensional polynomial of degree three
which was applied to fit the macroscopic surface shape.

Table 4.3: Fitting parameters of the model for sink mark shape in Equation 4.1
where the peaks (Equation 4.2) consist of a Gaussian function (Equa-
tion 4.3) and a bump function (Equation 4.4)

Variable names Parameters
Ai Amplitudes of the peaks

ηi Ratios of the superposition in Equation 4.2

μxi, μyi Position coordinates of the function peaks

σxi, σyi Standard deviations of the Gaussians

bxi, byi Half-axes of bump function areas
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This approach to model sink mark peaks with a superposition of a
Gaussian shape and another distribution is similar to the approach of
Pacher et al. [100] where the Pseudo-Voigt-Function was used, which is
the superposition of a Gaussian distribution and a Cauchy distribution.
This model was used to describe peaks of inspected sink marks, which
were caused by rectangular ribs, as function with a narrower peak and
fatter tails than the peak of the Gaussian curve. The function which is
introduced in the given work is considered as a complementary model
to the former approach and is used for the approximation of sink marks
with wider peaks and thinner tails compared to a Gaussian distribution.

Therefore, the bump function which is expressed in Equation 4.4
was chosen for superposition with the Gaussian function instead of the
Cauchy distribution. The parameter excess kurtosis defines if a distribu-
tion is leptokurtic (narrow peak, fatter tails, positive excess kurtosis) or
platykurtic (wider peak, thinner tails, negative excess kurtosis) relative to
the normal distribution (excess kurtosis = 0). The excess kurtosis can be
calculated from

excess kurtosis =
μ4

μ2
2

− 3 (4.5)

where μ2 is the second moment and μ4 is the fourth moment of a distribu-
tion. Due to the high complexity of the integrals for the moments of the
bump function, its excess kurtosis was only calculated numerically by the
trapezoidal rule. Anyway, the integrals for the calculation of its moments
are expected to exist because the bump function is per definition com-
pact. The bump function is strongly platykurtic with a value of the excess
kurtosis of -0.8807 which makes it suitable for the demanded analytical
model1.

Figure 4.8 shows an example for the measurements of top right sink
marks of the test series with a holding pressure of 75MPa. The model
(surface) approximates the shape of the sink mark (x’s) adequately, which
is also reflected by a R2 value of more than 97%. The color code of the
model surface relates to sink mark depth.

The model facilitates the calculation of two feature parameters for the
sink mark from the topographic measurements. The first parameter is the
amplitude of a sink mark which is calculated as difference between the
fitted reference plane and the deepest point of the calculated model. The

1In comparison: The unitary distribution features an excess kurtosis of -1.2
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Figure 4.8: Example for a topographical measurement of the top right sink mark.
The model expressed in Equation 4.1 is used for the fit (surface).
Smoothing of the data points (x’s) and subtraction of the macroscopic
surface shape were already applied to increase the visibility of the dis-
played sink mark. The color code of the model surface relates to sink
mark depth.

second parameter is called the volume of a sink mark. This parameter is
calculated from the numerical Riemann quadrature

V =

∫
SA

f(x, y)dxdy ≈ hx · hy ·
∑
m,n

f(x0 +m · hx, y0 +n · hy) (4.6)

with the model values f(x,y) over the sink mark area SA and the incre-
ments hx and hy between the point coordinates. Thereby, the borders
of the area were defined by the half-maximum values of the sink mark
model.

The model was fitted to the measurements of the top and bottom right
sink marks. The mean values of amplitude and volume of the sink marks
were calculated for all test series. In Figure 4.9 and Figure 4.10 the means
of the sink mark amplitudes and volumes were plotted as a function of
the holding pressure. At 82.5MPa and 85MPa sink mark amplitudes and
volumes are higher than was expected. One explanation for this behav-
ior is the thermal warpage that happens around the sink mark location
during cooling. In contrast to expectations, the interference of the warped
surface with the fitting of the sink mark leads to lower sink mark depths
at the abovementioned holding pressures.
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According to another explanation, voids are formed underneath the
surface at very low holding pressures during manufacture. Since the wall
thickness of the screw bosses is of the same order of magnitude as the
wall thickness of the part, comparatively large pools of liquid melt are
formed at the screw bosses. If the holding pressure is below a certain
level, the strain inside the material could be high enough to form voids.
The formation of cavities could release the strain on the surface of the
part at the same time, which causes lower sink mark depressions. Nev-
ertheless, the formed voids are expected to be in the range of microns
because of the small effect on the sink marks’ size. Such structures cannot
be investigated by destructive methods such as preparation with a mi-
crotome because these fine structures would be destroyed. On the other
hand, computer tomography measurements, especially with the required
resolution, are expensive and not the focus of this work. However, the
absolute geometries of the sink marks are well described with the topo-
graphic measurements. Therefore, it is considered to be sufficient to com-
pare the deflectometric measurements to the features of the sink marks
which result from the topographic measurements.

In Figure 4.11 and Figure 4.12, as well as, Figure 4.13 and Figure 4.14,
the results for the amplitude and the volume of the sink marks are
compared to the results of the deflectometric measurements. The topo-
graphic measurements strongly correlate to the deflectometric measure-
ments, which is reflected by the high R2 values for the line fits for the
plots of the deflectometric measurement as a function of the topographic
feature parameters sink mark amplitude and volume, respectively. This
high linear correlation also allows for a rough estimation of the relative
error and the resolution of the measurement. The largest errorbar of the
deflectometric measurements was used as a reference for the relative er-
ror and was converted into the scale of the topographical amplitude mea-
surements to get an estimate for the resolution of sink mark depth. The
relative measurement error was estimated around 15% and the resolution
of sink mark depth was estimated around 1μm.

Especially comparison of Figure 4.12(a) and Figure 4.14(a) gives the in-
dication that the volumes of the sink mark correlate better with the deflec-
tometric measurements than the amplitudes. This behavior was expected,
since the calculation of sink mark intensity from deflectometric measure-
ments, as well as the calculation of the volumes, is dependent on the
sink mark area. Especially, the bottom right sink marks (see Figure 4.12
and Figure 4.14) show differences between the results for the amplitudes
and volumes. In comparison to the top right sink mark (see Figure 4.11
and Figure 4.13), the bottom left sink marks are shallower. However, their
peaks are wider, since their volumes amount to values comparable to the
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Figure 4.9: Means of amplitude and volume of the top right sink mark for each
test series. In case of outliers outside the 3σ regions around the re-
spective mean, only the worst outlier was omitted for each test series.
The error bars are defined by the standard deviation of the inliers.
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Figure 4.10: Means of amplitude and volume of the bottom right sink mark for
each test series. In case of outliers outside the 3σ regions around
the respective mean, only the worst outlier was omitted for each test
series. The error bars are defined by the standard deviation of the
inliers.
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Figure 4.11: Comparison of the topographic measurement of the sink mark am-
plitudes (x) with the deflectometric measurements (diamonds) for
the top right sink mark. b) shows the best linear fit for the plot of
the deflectometric measurement as a function of the amplitudes. The
R2 value of the fit is shown to evaluate the correlation between the
measurements (see Figure 4.5 and Figure 4.9).

volumes of the top right sink mark. It seems that the integration over the
area causes higher stability of the volume feature of the inspected sink
marks in comparison to the amplitude feature.

For this reason, the volume of sink marks is considered to be adequate
as a feature for the topographical characterization of sink marks. This
feature includes the depth and the width of a sink mark, which are the
two properties suggested to correlate with sink mark perceptibility [53].
At the same time, the volume is in good accordance with the results of the
deflectometric measurements, which are also dependent on the specified
evaluation area. Therefore, the volume of sink marks is suggested for
future evaluations of deflectometric measurements of sink marks on high
gloss parts.
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Figure 4.12: Comparison of the topographic measurement of the sink mark am-
plitudes (x) with the deflectometric measurements (diamonds) for
the bottom right sink mark. b) shows the best linear fit for the plot
of the deflectometric measurement as a function of the amplitudes.
The R2 value of the fit is shown to evaluate the correlation between
the measurements (see Figure 4.5 and Figure 4.10).
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Figure 4.13: Comparison of the topographic measurement of sink mark volumes
(x) with the deflectometric measurements (diamonds) for a) the top
right sink mark. b) shows the best linear fit for the plot of the deflec-
tometric measurement as a function of the volumes. The R2 value
of the fit is shown to evaluate the correlation between the measure-
ments (see Figure 4.5 and Figure 4.9).
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Figure 4.14: Comparison of the topographic measurement of sink mark volumes
(x) with the deflectometric measurements (diamonds) for the bottom
right sink mark. b) shows the best linear fit for the plot of the deflec-
tometric measurement as a function of the volumes. The R2 value
of the fit is shown to evaluate the correlation between the measure-
ments (see Figure 4.5 and Figure 4.10).
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4.3 injection molded part “automotive interior front
panel”

4.3.1 Part Description and Test Series Preparation

Figure 4.15 shows the “Automotive Interior Front Panel” (courtesy of
Schöfer GmbH). This part is manufactured with film insert molding,
where a foil which is punched out and thermoformed prior to the pro-
cess is appositely inserted into the mold prior to the injection molding
process. Thereby, the foil defines the quality of the visible surface of the
part which is independent of the properties of the plastic material. This
simplifies the production of surfaces with decorative print patterns, since
they can be applied with ease on the flat foil before it is thermoformed
into the required shape to fit into the mold. However, the properties of
the foil majorly impact the quality of the final part. For example, too high
deep draw ratios lead to pressure inhomogeneities which can result in
further stretch of the foil at unfavorable process conditions [67].

The part was chosen because it is designed according to the require-
ments and fashion movements of recent automotive interior parts. Ad-
ditionally, an in-line testing site is planned which will be implemented
into the process line for this part. This will allow for the evaluation of the
method for state-of-the-art front panel designs and the identification of
problems which such designs would pose for the inspection under real
industrial conditions. Especially two features of the given part complicate
the inspection of its surface. First, the surface of the part was defined ac-
cording to the aesthetics and ergonomic preferences. Therefore, its shape
features considerable complexity. This means that the shape of the part’s
surface cannot be described by one geometry. The part was asymmetric
with a high aspect ratio and its surface featured different curvature radii.
Therefore, the sensitivity of the measurement was not homogeneous for
the whole surface and the identification of suitable measurement posi-
tions was difficult. Because of the asymmetry and high aspect ratio of the
injection molded part, the distance between the inspected region of the
surface and the camera differed considerably for the respective measure-
ment positions which could be achieved with a positioning unit which
consisted of rotation units. The application of sinusoidal patterns, as de-
scribed in Section 2.3, made the total inspection of the surface possible
due to their strong invariance to defocussing.

Additionally, some of the curvature radii were close to the limit of a
proposed minimal curvature radius of about 7 cm (see Section A.3 for
the calculation of this estimate). This estimate was derived from the as-
sumption that a minimal size of the screen’s reflection at the surface of



4.3 injection molded part “automotive interior front panel” 93

an injection molded part is necessary for, on the one hand, robust calcula-
tion of a sink mark’s intensity by the measurement of a sufficiently large
area of the sink mark’s surroundings (see Figure 4.8 for comparison with
a topgraphic measurement of a sink mark). On the other hand, the size
of the screen’s reflection also defines the size of surface area which can
be inspected with one measurement (compare with Figure 3.6). For this
reason, the number of necessary measurements decreases with increased
size of the screen’s reflection at the part’s surface.

The second challenge was the decorative pattern on the foil. The foil
itself forms a black high-gloss surface while the pattern is white and re-
flects diffusely. This means that the surface areas which are covered by
the pattern cannot be detected with sufficient accuracy by deflectometric
measurements because the working principle of the method is based on
high specular reflection with good clarity of reflected images. Therefore,
the pattern disturbs the deflectometric measurement either by creating
holes in the measurement mask or by causing artefacts in the measure-
ment. Figure 4.16 shows a measurement image of the part where the
inspected sink marks of the part are labelled. It can be clearly seen that
the print pattern disturbs the reflection of the sinusoidal pattern. For this
reason, interpolation and strong smoothing of the measurement becomes
necessary prior to evaluation of the results.

Additionally, only small test series were available. Since the process
was already in an optimized stadium, defective parts occurred only inci-
dentally. However, these defective parts damage the image of the manu-
facturer considerably when detected by a customer in a spot check. For
this reason, comparison of parts was achieved by dividing them into five
classes, whereby the classification of the parts was carried out by the qual-
ity engineers of the manufacturer. In this case, Class 1 included the good
parts of the production while Class 5 contained the parts with the most
intense sink marks.

4.3.2 Results of the Deflectometric Measurements

As was mentioned in the former section, the evaluation of the deflecto-
metric measurement was difficult because of the diffusely reflecting print
pattern on the surface. Therefore, the low-pass characteristics of the acqui-
sition of measurement images were increased by defocusing the surface.
Additionally, operators for image smoothing were calculated from poly-
nomial base functions where the kernel of the polynomial expansion was
larger than the size of the pattern elements in the measurement images.
The combination of these two approaches considerably decreased the in-
fluence of the print pattern on the evaluation of the measurement results.
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Figure 4.15: Front side of the injection molded part “Automotive Interior Front
Panel” (courtesy of Schöfer GmbH) which is enveloped by a rectan-
gle of 18×8 cm2. The inspected sink marks are shown in Figure 4.16.

However, fine structures of the surface could not be resolved because of
the massive smoothing of the measurements. Fortunately, the sink marks
in this case are considerably larger than the single elements of the pat-
tern, which ensures that the impact of the smoothing procedures on the
response of the sink marks is sufficiently low.

The complex shape of the part made a lot of measurement positions
necessary for total surface inspection (see also Figure 3.6). This is prob-
lematic for inline inspection because, as was mentioned before, the num-
ber of measurement positions strongly increases measurement time. One
option to increase the efficiency of the measurements is to concentrate on
surface regions where the back side of the part features structures which
can cause sink marks. Especially the regions which were marked in Fig-
ure 4.16 are prone to sink mark formation. Therefore the examples in this
work focus on these three sink marks where the notation in the following
figures refers to the name tags in Figure 4.16.

In Figure 4.17 an array of exemplary cropped deflectometric measure-
ments of the three sink marks is displayed where the color code refers to
the measured curvature (cyan: flat, blue: convex, red: concave). Accord-
ingly, one example is given for each sink mark and part classification. As
can be seen, the sink marks are elongated with a considerable aspect ra-
tio. Nevertheless, the introduced model for sink mark intensity is used for
the evaluation of sink mark intensity, although the visibility of such sink
marks is no longer invariant to different viewing directions. However, it
was considered that at least comparative evaluation of the sink mark in-
tensities is possible, since the viewing direction of the camera in the test
setup was the same for all measurements.

In Figure 4.18 the results of sink mark evaluation are shown. Since only
a maximum of two parts per class were available, no statistical evaluation
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(a)
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(b)

Figure 4.16: a) Measurement image. The respective sink marks are marked for
further reference. Additionally, it can be seen that the print pattern
disturbs the reflection of the light pattern. This causes artefacts in
the deflectometric measurement. b) Mirror-inverted image of the
part’s back side . The three structures which cause the sink marks are
marked in the same way. The yellow area hides information about
the customer of the project partner, like company logos.
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S1

S2

S3

Class 1 Class 2 Class 3 Class 4 Class 5
Figure 4.17: Array of examples for deflectometric measurement of sink mark in-

tensities. The parts were categorized in different quality classes by
human observers. In this case, Class 1 included the good parts of the
production while Class 5 contained the parts with the most intense
sink marks. The color code relates to the surface curvature intensity
(cyan: flat, red: concave, blue: convex).

of the results was possible. Therefore, no error bars are given and the
significance of the results can only be estimated. The distributions of the
results for the intensities of the three sink marks for each part give some
additional information about the confidence of the measurements. It can
be reasoned from these results that the intensities of Class 2 sink marks
cannot be significantly differentiated from the sink mark intensities of
the Class 1 good parts, since the interferences of the print pattern and
the necessary smoothing procedures decreased the sensitivity of the mea-
surement too much to differentiate between the fine differences of those
two classes. However, Class 3 is expected to be detected significantly for
purpose of quality inspection. Additionally, Class 4 and Class 5 can be
significantly differentiated from Class 3. However, Class 4 and Class 5
seem to hardly differ at all. It could be that the sink marks at these inten-
sities are to pronounced for the algorithm to work properly. Additionally,
the classification of the parts was carried out by human observers, which
might have resulted in a subjective classification. Deeper investigation of
the perceptibility of the sink mark has to be done yet.

4.3.3 Concept of the Implemented Testing Site

The applicability of the measurement concept will be tested in a real in-
dustrial environment in cooperation with Schöfer GmbH. A testing site
will be implemented into the injection molding process lines where the
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Figure 4.18: Deflectometric measurement of single parts.

given part is produced. The aim is to investigate the challenges which
have to be overcome to adapt the testing site which was developed in
the laboratory to industrial conditions. The main task was to implement
the testing site into the process line without major changes to the setup
of the process. The easiest approach for that was to clearly separate the
work flows of test setup and injection molding process. The only inter-
action between the two systems should be the safe transfer of injection
molded parts between the systems. In case of the laboratory setup the in-
spected parts were placed onto the positioning unit manually. For a fully
automatic setup, this task will be carried out by the robotic system which
is used to eject the manufactured parts from the mold.

Figure 4.19 shows a sketch of the process line at Schöfer GmbH with
the testing site. A foil filling station conveys already thermoformed foils
to a designed withdrawal position. There, a linear robotic system picks
the foils and places them into the mold for the next injection molding
cycle. After the cycle is completed, the robotic system picks the manufac-
tured part and places it onto the positioning unit. The postioning unit
was redesigned to withstand the increased stress levels in the industrial
environment. The rotation units Oriental DG130 for the tilt and Orien-
tal DG85 for the azimuth rotation can withstand moment loads of 50Nm
and 10Nm, respectively, and have sufficient repetitive positioning accu-
racy of 0.004◦. Figure 4.20 shows the CAD construction of the new po-
sitioning unit. Commercially available profile components were used to
build the base of the positioning unit to facilitate a more flexible imple-
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Robot 

Testing Site 

Figure 4.19: Principal sketch of the process line the testing site is implemented
in.
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Figure 4.20: CAD-construction of the positioning unit which is adequate for in-
dustrial environment. The CAD data of the rotation units was ob-
tained from [96] and [97].

mentation of the unit into the testing setup. The connection between the
rotation units was designed to ensure that the surface of the part and the
tilt axis of the positioning unit coincide. As was mentioned in Section 3.3,
this reduced the influence of part positioning on the distance between
surface and camera considerably.

Figure 4.21 shows the testing site in the process line. As can be seen
in the figure, a linear unit is used to move the positioning unit between
the position where the linear robotic system inserts the part and the mea-
surement position inside the testing site. At the measurement position
the part is positioned below the cameras and light sources according to
the programmed measurement routine. Deflectometric measurements are
used for sink mark detection while additional methodologies are used to
detect morphological defects on the surface, such as scratches or pattern
defects. After the measurement sequence the positioning unit is moved
outside the testing site. The part is picked up by the robotic system and
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1 

2 

3 

4 

5 

Figure 4.21: Testing site in the process line (Figure 16). (1) Linear system, (2)
positioning unit, (3) screen, (4) cameras and (5) diffuse light sources
for detection of morphological defects (e. g. scratches). The second
camera at the right is used for the detection of morphological defects
in surface texture in addition to the deflectometric measurement.

is either placed on the conveyor belt or thrown away, depending on the
result of the inspection.

The process line will be ready for testing in the mid of September. The
performance of the testing site will be evaluated by quality engineers
of Schöfer GmbH in cooperation with the Polymer Competence Center
Leoben GmbH.



5
O U T L O O K

5.1 improvement of deflectometric measurement speed

One of the major drawbacks of the method introduced in this work is the
comparatively high measurement time. Complex surfaces such as the part
in Section 4.3 need several measurement cycles to provide full surface in-
spection. For this reason, total measurement time is still too long for 100%
in-line inspection of such parts. The time for image acquisition forms a
major factor for the long measurement time because of the high number
of images which are necessary for the deflectometric measurement.

Even a slight decrease of the acquisition time due to, for example,
higher light intensity of the structural light source or higher sensitivity
of the used camera would reduce the duration of a measurement cycle
considerably. For comparison, the deflectometric test setups, which are
proposed in this work, require about 0.25 s per image which mainly in-
cludes shutter time besides the time for image storage. Given the appli-
cation of the 4-bucket-algorithm and four iterations of the algorithm, the
deflectometric measurements require 32 images per measurement, which
in turn means that each measurement takes about 8 s alone for image
capture. Since complexly shaped parts require several measurements, the
total measurement time including image processing and part handling
could be too long for in-line quality inspection of injection molded parts.
For example, the part “Automotive Interior Front Panel” requires at least
two measurements or 16 s for image capture to inspect all areas of its sur-
face which are prone to sink mark formation. With a cylcle time of about
72 s for the manufacture of two parts in one cycle, this leaves only about
20 s per part for image processing and analysis, part handling and addi-
tional inspection methods, for example texture analysis for the detection
of morphological defects.

Therefore, it is necessary to decrease image capture time for in-line ap-
plications of deflectometric measurements. For example, if shutter time is
decreased by 0.1 s, the duration of a single deflectometric measurement
cycle of the introduced test setup will be reduced by about three seconds.
However, cameras with high sensitivity are costly. On the other hand, ac-
quisition time can also be decreased by application of brighter structured
light sources, but such light sources which are based on high power LEDs
are comparatively expensive. Therefore, the screens of tablet PCs, which

101
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have become common in recent years, would be a cheaper option. Since
the screens of tablet PCs are optimized for operation in full sunshine, the
intensity of their screens features high intensity. The increasing establish-
ment of strategies for the manufacture of such screens could decrease the
price of high intensity screens in future. Besides possible other high inten-
sity structured light sources, such screens could help to decrease image
acquisition time considerably.

Another approach would be parallel computing for image acquisition.
Recently, electronic devices were developed which can be applied as low
cost, low benchmark mini-computers. Examples for off-the-shelf devices
are the BeagleBoard [9] and the Raspberry Pi [105]. These devices, which
feature low price and small physical dimensions compared to conven-
tional computers, could be used to decentralize the measurement process.
An ensemble of cheaper industrial cameras, each controlled by such a
mini-computer, would allow for simultaneous image acquisition, while
a conventional measurement PC would serve as a central server for the
mini-computers and would perform the main calculations and data anal-
ysis. However, such an approach would also pose additional challenges.
First, the number of devices with asynchronous behavior to each other
would increase with each additional camera in such a measuring setup.
Therefore, a suitable I/O-connection between the embedded devices, the
light sensor on the monitor and the server PC would have to be estab-
lished to maintain the measurement sequence.

Additionally, the mapping function, which was expressed in Equa-
tion 2.29 in Section 2.3.2, is dependent on the viewing direction of the
camera. Therefore, the calibration of the screen and the camera position
becomes necessary to ensure comparability between measurements. The
inner and outer parameters of the camera according to projective geom-
etry (e.g. [51]) can be calculated using the Matlab toolbox provided by
Buguet [14]. The algorithms by Zhang [125, 126] can be used for calibra-
tion of the relative positions of the cameras and screen with a mirror
and checkerboard patterns on the screen. This approach was improved
by Werling, who proposed a method for the application of Zhang’s algo-
rithms where sinusoidal patterns and the mapping functions from sev-
eral deflectometric measurements of the mirror can be used instead of
the analysis of the checkerboard patterns [119]. This approach would be
advantageous, since it would provide sub-pixel accuracy while using the
deflectometric measurement process of the test setup.
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Figure 5.1: Schematics for the expression of the BRDF. The parameters of this
function for a given surface element dA are the angles θI and ϕI of
the direction of incident light, as well as the angles θR and ϕR of the
viewing direction (sketched according to [86]).

5.2 error estimation and improvement of the intensity
model

In this work, a model for the sink mark intensity was introduced. In
Section 4.2 the results which were calculated from deflectometric mea-
surements according to the introduced intensity model were compared
to topographical measurements of the inspected sink marks. The repro-
ducibility of the theoretical model itself can be estimated from the mea-
surement results if the influences of part production and test setup are
known. Its reliability can be evaluated with assessments studies about
sink mark perceptibility. The variations of part production for a given set-
ting of process parameters can be measured using established methods.
One option would be to weigh the parts to evaluate process stability. An-
other option would be topographic measurements of sink marks. In this
work, for example, the volume of sink marks was suggested as a feature
for sink mark comparison.

Another option for the description of reflectance properties of surfaces
would be the BRDF (bi-directional reflection distribution function), which
was introduced by the National Bureau of Standards [86]. This function
contains comprehensive information about the reflection behavior of sur-
faces. It is a four-dimensional function for the reflected light intensity
which depends on light incidence and viewing direction (see Figure 5.1).

The comprehensive measurement and analysis of the BRDF of a given
material takes a large amount of time and causes high computational cost.
However, there exist several approaches for practical measurement of the
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BRDF in literature [27, 32, 52]. These approaches allow the comprehensive
description of reflection on the measured surface with only minor simpli-
fications of the problem. Nevertheless, the resulting volume of data is
considerable because the BRDF is a four-dimensional function. Therefore,
several models were introduced to approximate the BRDF while keeping
the computational load low at the same time (e.g. [23, 117]).

The reflective surface properties of the parts, especially gloss, can be
measured by using an off-the-shelf gloss meter, if possible, or gloss mea-
surement methods which were developed at the PCCL [37, 44]. Such mod-
els are used to predict the ratio of specular reflection and diffuse reflection
due to material inhomogeneities and surface roughness. The results of
such simulations could be used to predict the maximum possible resolu-
tion of deflectometric measurements for a given part’s surface scattering.
This surface property defines the low pass filtering of the reflection of the
structured light source. These measurements together would allow the es-
timation of part variance and also facilitate the pooling of selected parts
into series with inherent low variance of part properties.

Additionally, it would be convenient to also manufacture parts with
different colors to evaluate the influence of different colors on the ratio of
diffuse and specular reflection from plastics surfaces in the course of these
BRDF measurement. As mentioned in Section 4.1, only black high-gloss
parts were inspected because of the small amount of diffuse reflection
from those surfaces. However, such an analysis would give important
information about the applicability of the deflectometric measurements
for additional colors and would allow for the prediction of the influence
of a specific color on the reliability and resolution of the measurements.

Comprehensive error analysis of deflectometric measurements were in-
troduced by Werling [119] and Höfer et al. [60]. They estimated the error
of the deflectometric measurement from the non-perfect imaging by the
camera lens and camera electronics as well as the scattering behavior of
the surface. Additionally, they investigated the influence of the geometri-
cal arrangement of the test setup components on the deflectometric mea-
surement results. For example, Werling concluded that the relative error
for curvature estimation could be lower than 5% while unfavorable test
arrangements could lead to relative curvature errors above 10%. Such
high curvature errors lessen the resolution of sink mark intensity mea-
surements considerably. Analyzing the performance of the deflectometric
measurement would allow for the estimation of error influence of part
properties variance on the variance of the measurement results of the
sink mark intensity model.

The correlation between the model results and the perceptibility of sink
marks by human observers could be investigated with assessment studies.
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Such assessment studies could also be extended by additional inclusion of
parts with different reflection behavior. This would allow the implemen-
tation of additional feature parameters into the model which describe
the interaction between reflection behavior and sink mark perceptibility.
Thereby, the reflection behavior of the part could be expressed with a
BRDF model.

5.3 faster metrological reconstruction of high-gloss
parts

In this work, phase measuring deflectometry was used for sink mark
detection on high-gloss surfaces. Another application for this method is
metrological reconstruction of such surfaces. Thereby, screen-camera cali-
bration as explained in Section 5.1 is essential for correct calculation of a
surface’s normal vector field from the mapping function between screen
and camera. However, the shape of the normal vector field is ambiguous,
since its calculation is dependent on the distance of the surface to screen
and camera. Additional information is necessary because only the start
points of the light beam trajectories in the screen area and end points
in the camera sensor area are known from the deflectometric measure-
ment itself. For this reason, additional information has to be employed
to resolve the ambiguities of the normal vector field measurement. For
example, the ambiguities can be resolved with deflectometric measure-
ments using a stereo camera approach. In doing so, two deflectometric
measurements of the same surface area are carried out by two different
cameras1. The differences between the two measurements minimize for
the correct solution of the normal vector field [62, 104, 119].

Since the normal vector field of the surface correlates to the surface
gradients, the metrological reconstruction of high-gloss surfaces is an in-
tegration problem which could be improved and accelerated by the ap-
plication of polynomial base functions. Harker and O’Leary used such
an approach to reconstruct surfaces from measurement results from pho-
tometric stereo, which also contain the gradient field of a measured sur-
face [49]. They were able to prove that their approach was considerably
faster than state-of-the-art methods. The implementation of a similar algo-
rithm for surface reconstruction from deflectometric measurements could
facilitate the inline reconstruction of high-gloss surfaces.

1In contrast to the proposed approach in Section 5.1, where one of the cameras is
used for the detection of morphological cameras.
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5.4 simulation of sink mark perceptibility

Injection molding simulation, which include among others cavity filling,
shrinkage and warpage prediction,before actual construction of the mold
can help with identifying possible design flaws of a mold. Such flaws
would, for example, facilitate the formation of sink marks and other sur-
face defects which would lower the quality of the part. In so doing, costs
from redesigning the mold can be avoided beforehand. However, the
severity of sink marks visibility on high-gloss parts, where the percep-
tibility basically reduces to the distortion of surface reflection, could be
further simulated by implementation of the proposed sink mark intensity
models into the injection molding simulations.

Such an approach would need 3D data of the part simulation, includ-
ing depth and area of possible sink marks. For example, the STL data
type would be suitable for further analysis, since it represents surface
data as a mesh where the data points are assigned as the vertices of tri-
angular faces, while the normal vectors of each face is stored in the data.
Using algorithms from differential geometry [7, 30], the curvature of the
part at any given location on the surface can be calculated, provided that
the density of the mesh is sufficient. The model introduced in this work
uses curvature as one of the main feature parameters. Therefore, it would
support the quantitative evaluation of sink mark perceptibility from sim-
ulated data.

Qualitative evaluation of sink mark perceptibility to human observers
could be enabled by applying the expression of the mapping function
in Equation 2.37 in Section 2.3.2. In this equation, the mapping from a
structured light source on a camera sensor via the inspected surface is
described. The calculation of the mapping function requires the interpo-
lation of the vertices and normal vectors of the STL file in such a way that
a point cloud is calculated where the corresponding normal vectors are
allocated to each point.

Sink marks on high-gloss parts are identified by looking at distortions
in the reflection of known patterns from the part’s surface. Therefore, a
virtual structured light source which produces a defined light pattern has
to be simulated next where the position of this light source as well as a lo-
cal coordinate system for each “pixel” of the light source has to be defined.
The pinhole camera model, which is mathematically defined in projective
geometry (e.g. [51]), can be applied to calculate the imaging of the re-
flection of the light source from the part’s surface while Equation 2.29 in
Section 2.3.2 can be used to calculate which part of the surface reflects
the light source into the virtual camera and how the shape of the surface
distorts the reflection. By investigating the simulated image, a human ob-
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server could identify a possible sink mark because of the distortion it
causes in the pattern. Additionally, the knowledge about the BRDF of the
surface would allow the simulation of haze which could then be applied
to decrease the clarity of the reflection. This would allow for simulation
of the reflection closer to real-life experience.





6
C O N C L U S I O N S

In this work, phase measuring deflectometry was adapted for the detec-
tion of visually perceptible sink marks on high-gloss surfaces of injection
molded thermoplastic parts for flat as well as curved surfaces. In a test-
ing site a light pattern which is produced by a structured light source is
reflected into the camera via the inspected surface of an injection molded
part. Since the pattern is known, information about the shape of the in-
spected surface can be derived from the distortions of the pattern. Be-
cause the principle of phase measuring deflectometry is based on reflec-
tions with high clarity, the method is suitable for inspection of high-gloss
surfaces.

An off-the-shelf computer screen was used as a cheap and convenient
structured light source together with industrial cameras to build a de-
flectometric setup. This setup was extended with an automatic unit for
part positioning to allow full inspection of curved parts. This unit was
an assembly of two rotational units to adjust the tilt and the azimuth
of the inspected parts for the measurement. Their resolutions of 0.225◦

and 1 arcsec, respectively, were considered as acceptable for the measure-
ments. Additionally, the movement of the surface out of the focus plane
of the inspecting camera was minimized by ensuring that the surface of
the inspected part was close to the tilt axis of the positioning unit.

The deflectometric measurement results are proportional to the first
derivative of the surface. Therefore, surface curvature which was used for
sink mark detection could be acquired efficiently with only one derivation.
This ensures low computational cost and a good signal to noise ratio. Ad-
ditionally, discrete orthonormal polynomial base functions were shown
to be a viable means for numeric processing of the measurements. The
application of this mathematical algorithm was advantageous, since di-
rectional differentials of surfaces can be approximated with high quality
even if noise is present in the data. Additionally, this algorithm facilitates
the filtering and smoothing of non-periodic data unlike most low-pass
filters, which are often derived from Fourier transformation. For this rea-
son, strong smoothing could be applied on the measurement results to
approximate the unperturbed surface of inspected parts. Subtraction of
this approximation from the original measurement increased the distinct-
ness of the sink marks in processed images. This made the application of
a “Golden Sample” unnecessary for sink mark evaluation.
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In this work, only black high-gloss parts were investigated because of
the low amount of diffuse reflection which is advantageous for deflecto-
metric measurements. However, the influence of color on the performance
of deflectometric measurements was not evaluated. BRDF measurements
of colored surfaces are planned in future to get information about the
ratio of diffuse and specular light for common colors to estimate the ap-
plicability of deflectometric measurements for a given color.

Nevertheless, two practical parts, a “Coffee Maker Front Panel” and an
“Automotive Interior Front Panel”, were used in the measurements. Test
series of the parts were manufactured to evaluate the performance of the
introduced testing site. The holding pressure which is an important pa-
rameter for sink mark visibility was incrementally decreased to produce
test series with increasing sink mark intensity. The experimental results
of the deflectometric measurements correlated with the expected increase
of sink mark intensity due to the decrease of the initial holding pressure
and the in turn decreased shrinkage compensation during manufacture.
The sink mark intensity was evaluated with a mathematical model which
calculated sink mark intensity from sink mark curvature and area.

Additionally, topographical measurements of the sink marks were car-
ried out for the “Coffee Maker Front Panel”. The measurements were
fitted with a model for sink mark shape which is based on a super-
position of the Gaussian bell function with the platykurtic bump bell
function. The fit facilitated the calculation of amplitude and volume of
the inspected sink marks. Comparison between these topographic fea-
tures and the deflectometric measurements showed good correlation. Es-
pecially sink mark volume was a robust parameter for the evaluation of
sink marks on high gloss parts and featured extraordinary conformance
with the deflectometric measurements. Additionally, deflectometric and
topographic measurements were compared to allow for rough estimates
of the relative error and resolution of the deflectometric measurement.
The estimation gave 15% for the relative error and 1μm for the resolu-
tion of sink mark depth.

The part “Automotive Interior Front Panel” featured a more difficult ge-
ometry and also a diffusely reflecting print pattern which interfered with
the deflectometric measurement. The application of sinusoidal light pat-
terns for deflectometric measurements as well as data smoothing based
on polynomial base functions facilitated the inspection of its sink marks.
Additionally, the part featured several different curvatures with strong
regional differences of surface curvature which made the definition of
suitable measurement positions difficult. Additionally, some regions of
the part’s surface featured small curvature radii which resulted in a small
size of the screen’s reflection from the part’s surface. The small size of
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the screen’s reflection decreased the size of surface area which can be in-
spected with one measurement. It was estimated that the curvature radii
should not be smaller than about 7 cm to allow robust calculation of sink
mark intensity, which is facilitated by measurement of a conveniently
large area of the sink mark’s surroundings, and efficient inspection of
the part’s surface due to a comparatively small number of necessary mea-
surements.

Summing up, the main contributions of this thesis are:

1. the successful evaluation of the phase measuring deflectometry for
the detection of sink marks. The proposed part positioning unit en-
ables total inspection of curved parts without application of costly
part handling tools, like multi-axial robots, which even require ad-
ditional safety measures. The application of such a positioning unit
also allows for the comparatively simple integration of the testing
site into an industrial injection molding line by using the linear
robotic handling system which is usually applied for such a line
for part placement into the testing site.

2. the development of a model for the analysis of the deflectometric
measurement. This model allows for the calculation of sink mark
intensity as feature parameter for sink mark evaluation.

3. the implementation of polynomial base functions into the data pro-
cessing of deflectometric measurements. The application of such
functions allows for the homogenization of the measurements with-
out the application of a “Golden Sample”.

4. the introduction of the feature parameter sink mark volume which
correlates the topographical shape of a sink mark with its visibility.
The feature parameter is calculated from a model which is proposed
in this work and is based on distribution functions. This feature
parameter is proposed for the evaluation of at least point-shaped
sink marks on high-gloss surfaces.

Based on the results of this work, an inline application of the testing
site was planned for implementation into an industrial injection molding
process line for the “Automotive Interior Front Panel”. The testing site
was adapted to be more robust under industrial conditions. Especially the
automatic positioning unit was redesigned to withstand higher moment
loads. The installation of the testing site will happen at a project partner
of the PCCL in the course of a joined project. The research conducted in
the project will allow for the investigation of the challenges which have
to be overcome to adapt the testing site, which was developed under
laboratory conditions, for an industrial environment.





A
A P P E N D I X

a.1 theory of phase shifting algorithms

a.1.1 Derivation

The comprehensive derivation which is introduced in this section is based
on the work of de Groot [35]. The phase shifting algorithms are derived
from a continuous 1-dimensional approach without loss of generality.
This approach can be expanded to two dimensions by adding an addi-
tional dimension to the equations in this section. In doing so, the equation
for the phase intensity in one dimension is given by

g(Θ, t) = F+G · cos(Θ+Φ(t)). (A.1)

g is the measured intensity, Θ is the phase information and t is the
parametrisation of the phase shift Φ. This equation can be transformed
into the following form

g(Θ, t) = A (1+C · cos(Θ+Φ(t))) (A.2)

with A = F the amplitude of the intensity measurement and C = G/F

the measured contrast in the measurement. The Fourier transformation is
then used to convert the dependence of the intensities on the parametri-
sation factor t into a frequency dependence according to

G(Θ,ν) = F (g(Θ, t)) =

∞∫
−∞

w(t)A (1+C · cos(Θ+Φ(t))) exp(−i2πνt)dt.

(A.3)

The pre-factor for the Fourier transformation was assumed as 1, since
the sought results are ratios of Fourier transformations where any con-
stant prefactors are canceled. The window function w(t) defines a con-
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finement such as the dimensions of a screen. Assuming that the phase
shift Φ is continuous (without singularities) and linear

Φ(t) � 2πν0t (A.4)

the Fourier transformation can be calculated in the following manner

G(Θ,ν) =

∞∫
−∞

w(t)A exp(−2πνt)dt

︸ ︷︷ ︸
I

+

+

∞∫
−∞

w(t)AC · cos(Θ+ 2πν0t) exp(−i2πνt)dt

︸ ︷︷ ︸
II

(A.5)

where

I = A ·W(ν) (A.6)

and

II = AC

∞∫
−∞

w(t) cos(Θ+ 2πν0t) exp(−i2πνt)dt

= AC

∞∫
−∞

w(t)
1

2
[exp(iΘ+ i2πν0t)+

+ exp(−iΘ− i2πν0t)] exp(−i2πνt)dt

=
1

2
AC

∞∫
−∞

exp(iΘ)w(t) exp(−i2π(ν− ν0)t)+

+ exp(−iΘ)w(t) exp(−i2π(ν+ ν0)t)dt

=
1

2
AC [W(ν− ν0) exp(iΘ) +W(ν+ ν0) exp(−iΘ)] . (A.7)

Addition of Equation A.6 and Equation A.7 gives
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G(Θ,ν) = A

{
W(ν) +

1

2
C [W(ν− ν0) exp(iΘ)+

+ W(ν+ ν0) exp(−iΘ)]

}
(A.8)

With consideration of

W(ν0) = 0 (A.9)

and

W(2ν0) = 0 , (A.10)

Equation A.8 becomes at ν = ν0

G(Θ,ν0) =
1

2
BCW(0) exp(iΘ) (A.11)

This relation allows the calculation of Θ in the following manner

Θ+ const. = arctan
� {G(Θ,ν0)}

� {G(Θ,ν0)}
(A.12)

The finite discrete approximation of the window function w(t) becomes
for the discrete phase shifts Φj

w(t) =
∑
j

wjδ

(
t−

Φj

2πν0

)
(A.13)

where δ is the Dirac Function. The Fourier transformation can be calcu-
lated again with the discrete window function
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G(Θ,ν0) =

∞∫
−∞

∑
j

wjδ

(
t−

Φj

2πν0

)
g(Θ, t) exp(−i2πν0t)dt

=
∑
j

g(Θ,Φj)wj exp
(
−i

2πν0Φj

2πν0

)

=
∑
j

gj wj exp(−iΦj) (A.14)

For this discrete approach, the phase information Θ can again be calcu-
lated with Equation A.8. Nevertheless, for simplicity’s sake, the real and
the imaginary part of the window function respectively can be substituted
with

cj = �
{
wj exp(−iΦj)

}
(A.15)

sj = �
{
wj exp(−iΦj)

}
(A.16)

(A.17)

The parameters wj can be calculated from cj and sj with

wj = sj sin(−Φj) + cj cos(Φj) + i
[
sj cos(Φj) − cj sin(−Φj)

]
(A.18)

Proof:

wj = sj sin(−Φj) + cj cos(Φj) + i
[
sj cos(Φj) − cj sin(−Φj)

]
= −�

{
wj exp(−iΦj)

}
sin(Φj) +�

{
wj exp(−iΦj)

}
cos(Φj)+

+ i
[
�
{
wj exp(−iΦj)

}
cos(Φj) +�

{
wj exp(−iΦj)

}
sin(Φj)

]
= i �

{
wj exp(−iΦj)

}
exp(iΦj) +�

{
wj exp(−iΦj)

}
exp(iΦj)

= wj

Equation A.18 can be used to evaluate established phase shifting al-
gorithms where the parameter cj and sj are already known, since Equa-
tion A.18 has to be fullfilled for valid algorithms. Additionally, these pa-
rameters have to obey relations which are derived from the assumptions
in Equation A.9 and Equation A.10. First, Equation A.9 is the condition
for the DC term of the Fourier transformation in Equation A.8 and is
satisfied in the following manner
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W(ν0) = 0

=

∞∫
−∞

∑
j

wjδ

(
t−

Φj

2πν0

)
exp(−i2πν0t)dt

=
∑
j

wj exp(−iΦj)

=
∑
j

�
{
wj exp(−iΦj)

}
+ i

∑
j

�
{
wj exp(−iΦj)

}

⇒
∑
j

cj = 0 and
∑
j

sj = 0 (A.19)

Equation A.10 describes the condition that the terms of the Fourier
transformation of the intensities which contain the negative frequency
portion of the spectrum should vanish at the modulation frequency ν0.
This condition is satisfied in the following manner.

W(2ν0) = 0

=

∞∫
−∞

∑
j

wjδ

(
t−

Φj

2πν0

)
exp(−i2π · (2ν0) · t)dt

=
∑
j

wj exp(−2iΦj)

=

⎡
⎣∑

j

�
{
wj exp(−iΦj)

}
+ i

∑
j

�
{
wj exp(−iΦj)

}⎤⎦ ·
· [cos(Φ) − i sin(Φ)]

=

⎡
⎣∑

j

cj cos(Φ) +
∑
j

sj sin(Φ)

⎤
⎦+

+ i

⎡
⎣∑

j

sj cos(Φ) −
∑
j

cj sin(Φ)

⎤
⎦

⇒
∑
j

cj cos(Φ) = −
∑
j

sj sin(Φ) and

∑
j

cj sin(Φ) =
∑
j

sj cos(Φ) (A.20)
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Further simplifications of the phase shifting algorithms are possible
for the special case of a real and symmetric window function which is
assumed to be always true for deflectometric measurement setups. Equa-
tion A.16 and Equation A.17 are simplified to

cj = wj cos(Φ) (A.21)

sj = −wj sin(Φ) (A.22)

(A.23)

Since the screen of a deflectometric setup normally defines the window
function, the parameters wj become either 1 (within screen) or 0 (outside
of screen). This final simplification gives the general equation for the cal-
culation of phase information in deflectometric setups.

Θ+ const. = arctan

[
−

∑
j gj sin(Φj)∑
j gj cos(Φj)

]
(A.24)

a.1.2 Examples for Phase Shifting Algorithms

4-Bucket-Algorithm Φj = 0, π/2, π, 3π/2

Θ+ const. = arctan
(
g3 − g1

g0 − g2

)
(A.25)

3-Bucket-Algorithm Φj = 0, 2π/3, 4π/3

Θ+ const. = arctan
(√

3
g2 − g1

2 g0 − g1 − g2

)
(A.26)

6-Bucket-Algorithm Φj = 0, pi/3, 2π/3, pi, 4π/3, 5π/3

Θ+ const. = arctan
(√

3
g2 − g1

2 g0 − g1 − g2

)
(A.27)
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a.2 material properties of terluran® gp35

Parameters Values

Density, kg/m3 1040

MVR ISO 1133 [200◦ C/10 kg], cm3/10 min 34

Thermal conductivity, W/(m K) 0.17

Molding shrinkage, % 0 .4 − 0 .7

Heat deflection temperature (HDT, A: 1 .80 Mpa), ◦C 78

Heat deflection temperature (HDT, B: 0 .49 Mpa), ◦C 89

Melt temperature range, ◦C 220 − 260

a.3 estimates for the minimum curvature radius of in-
spected parts

The minimal curvature radius of a part’s surface which can still be in-
spected is estimated according to the minimal allowed dimensions of the
screen’s image which is reflected from the part’s surface. Considering Fig-
ure 4.8, it is suggested that the dimensions of the screen’s image should
not be smaller than 2 cm. This size of the screen’s image allows the mea-
surement of a sink mark and a conveniently large area of its surround-
ings to provide a good baseline for sink mark analysis. Additionally, the
dimensions of the screen’s image should not be smaller for efficiency’s
sake, since its size also defines the area size of the surface which can be
measured with one measurement. Considering the comparatively long
measurement time of this method, the number of measurements has to
be kept as small as possible.

Using these considerations for the minimal dimensions of the screen’s
image, the theory of spherical mirrors is used to roughly estimate the
minimal curvature radius of the part’s surface [55]. The mirror equation

1

do
+

1

di
= −

2

R
(A.28)

relates the radius of a spherical mirror R to the distance of an object do

and the distance of the image di. The radius R is positive for convex
mirrors (R > 0) and negative for concave mirrors (R < 0).
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The magnification m is the ratio between size of an object so and its
image si and is calculated from

m =
si

so
= −

di

do
(A.29)

where the distance of image di is positive for real images (image in front
of the mirror, di > 0) and negative for for virtual images (image behind
the mirror, di < 0). Combination of Equation A.28 with Equation A.29
and considering all sign changes give for convex mirrors

m =
1

2d0
R + 1

(A.30)

and for concave mirrors

m =
1

2d0
R − 1

with do > |R|/2 > 0 . (A.31)

Considering the applied screen type Eizo FlexScan EV2333W in the
proposed testing site with the smaller screen dimension of 30 cm (so), the
minimal dimension of the screen’s image of 2 cm (si) and the proposed
distance between screen and inspected part of 50 cm (do), we get for the
minimal curvature radius of the part’s surface (R, concave or convex sur-
face) about 7 cm.
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BRDF bi-directional reflectance distribution function

DLT direct linear transformation

ROI region-of-interest

� electric field strength

�0 amplitude of the oscillating electric field vector

� magnetic field strength

� position vector

ω angular frequency

� wave vector

�I, �R, �T wave vectors for incident, reflected and transmit-
ted elecromagnetic waves

K complex wave number

k real wave number

α absorption loss coefficient (imaginary wave
number )

N complex refractive index

n real refractive index

κ extinction coefficient (imaginary refractive in-
dex)

v phase speed

c speed of light

R⊥ Fresnel factor for perpendicularly polarized re-
flected electromagnetic waves

T⊥ Fresnel factor for perpendicularly polarized
transmitted electromagnetic waves

R‖ Fresnel factor for parallelly polarized reflected
electromagnetic waves

T‖ Fresnel factor for parallelly polarized transmit-
ted electromagnetic waves

� mapping function
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�̂ unit position vector of the screen pixels

�̂ unit position vector of the camera sensor

�̂ unit normal vector

wj window function

W Fourier transformed window function

Θ phase information

Φ phase shift

g(Θ, t) phase intensity

G(Θ, ν) Fourier transformed phase intensity

ν0 constant frequency shift

cj real part of the window function wj

sj imaginary part of the window function wj

L maximum length of one screen dimension

pj generated phase-shifted patterns

gj images of the patterns

f(�) parametrized form of a regular surface

s arc length

� Weingarten matrix

�̂ numerical approximation of Weingarten matrix

κmean mean curvature

κmax, κmin principal curvatures (maximum, minimum)

� Vandermonde matrix

� coefficient vector

� matrix of orthonormal polynomial base func-
tions

�0 column vector of �

d degree of polynomial base functions

dmax maximum degree of polynomial base functions

ls support length of polynomial base functions

	 local approximation matrix


 matrix operator for conventional gradients

� local differentiation matrix

Ai Amplitudes of the peaks

ηi Ratios of the superposition in Equation 4.2
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μxi, μyi Position coordinates of the function peaks

σxi, σyi Standard deviations of the Gaussians

bxi, byi Half-axes of bump function areas

μ2 second moment of a distribution

μ4 fourth moment of a distribution

V topografic feature parameter sink mark volume

di distance of image to a spherical mirror

do distance of an object to a spherical mirror

si image size

so object size

R radius of a spherical mirror
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