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1 Introduction

In our modern world of ceaseless progress, engineering and functional materials have
to meet the ever increasing requirements. The high demands often result in the necessity for
opposing surface and bulk properties and frequently the application of surface coatings is the
only feasible way for satisfying the specialized needs. Typical fields of use for the mentioned
coatings are optical, electrical, mechanical, chemical and decorative applications [1]. Resulting
from this need of divergent bulk and surface properties, many different techniques to deposit
various kinds of coating materials with different coating thicknesses have been developed up
to now [1]. Among these, physical vapor deposition (or PVD) methods are the techniques of
choice when thin coatings with a high quality consisting of immiscible elements and/or with
specialized functional properties need to be produced in a controllable manner [2].
Magnetron sputter deposition (MSD) is a PVD process that stands out against the others as it
shows a reasonable combination of coating surface quality and deposition rate, making it
highly interesting for both, research and industry. Nonetheless, MSD is often not used for
industrial depositions because of a lack of profitability compared to other methods such as
cathodic arc evaporation, for instance, where the lower achievable quality is condoned in
exchange for a higher deposition rate. Therefore, increasing the deposition rate for MSD is the
key for the synthesis of coatings with good quality at superior productivity, and has hence
been the subject of recent research [3—6]. Especially during reactive sputtering, avoiding the
undesired poisoning effect (see section 3.2.1) and the consequent loss of deposition rate has

led to the development of several, sometimes rather unusual solutions [7—-10].

One simple approach to raise the deposition rate, independently of whether the process
is reactive or not, is to increase the discharge power supplied to the target. Apart from the
hence resulting enhanced productivity, deposition at higher powers has various additional
advantages [5]:

e Increased purity of the films due to a reduced contamination from the residual
gas in the vacuum chamber;

e For some materials there is the possibility of sputtering without working gas due
to a high amount of ionized sputtered atoms (self sputtering [6]);

e Coating deposition on substrates with complex geometries, i.e. into deep
trenches for instance, resulting from a lower scattering of sputtered particles
with working gas particles;

e Increased influence on the resulting coating texture due to the high deposition

rate (amorphous films);
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e Higher efficiency of reactive processes as a result of the removal of the reacted

film formed on the target surface.
However, MSD is a very complex procedure employing vacuum and plasma, and it can hence
be expected, that increasing the deposition power will have a considerable impact on several
process aspects, which results in possibly undesired side effects. The mentioned aspects
include the plasma, the gas phase transport and the resulting coating properties. Hence, the
influence of the discharge power needs to be thoroughly understood in order to be able to

fully utilize the potential of an increased target power.

The present work investigates the influence of the discharge power applied to the target
on the plasma and coating properties during reactive and non-reactive MSD. For that purpose,
several topics are tackled within this work: Spatially resolved Langmuir probe investigations
are performed during the sputtering of titanium in argon to determine the dependence of the
plasma properties on the discharge power. Furthermore, the influence of the discharge power
on the reactive sputtering of titanium in argon and nitrogen, as well as the non-reactive
sputtering of carbon in argon and neon is investigated. In this case, a clear dependence of the
target poisoning effect and thermal load subjected to the growing film on the discharge power
is revealed. Consequently, coatings grown within these two systems at different discharge
power levels were analyzed with respect to their structural and mechanical properties. This
showed that the influence of the discharge power on the coating properties is strongly
dependent on the coating material, thus impeding the establishment of general rules valid for

all coating systems.
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2 Plasma

2.1 Fundamentals of plasma

Today, there are many plasma assisted thin film deposition techniques. In principle, a
plasma is a partly ionized gas, consisting of electrons and ions in an environment of neutral
atoms and molecules [11-13]. Similar to the gas phase, in a plasma particles are able to move
freely in space, which enables collisional processes to occur. In contrast to the gas state,
however, in a plasma not only elastic collisions, but also inelastic collisional processes are
important, mainly happening between electrons and atoms [12]. Among these inelastic
processes, the most important ones are ionization, and excitation of atoms, as well as
relaxation and recombination of ions and electrons. The mentioned relaxation typically results
in the emission of photons, which gives the plasma its distinctive glow [11], making it visible
to the bare eye. Another point, which distinguishes a plasma from a gas is its good electrical
conductivity, being in the same range as for well-conducting metals, such as copper or gold
[13]. The plasma state is often referred to as the “fourth state of matter” [11,13,14]. As
suggested by this term, a plasma can be generated by increasing the temperature of a gas,
analogously to heating a solid or liquid in order to melt it up or evaporate it, respectively [14].
For the plasma to evolve, the energies of the species must be in the range of the ionization
energy of the present gas species. Therefore, the temperature necessary for the generation
of such a “thermal plasma” is very high, ranging from approximately 4 000 to 20 000 K,

depending on the ionization energy of the present species [14]. However, there exist also

64— —— == relativisticplasmas __ _ _ _ _ _ _ _ _
— Magnetic Inert_ial Y
> 44 confinement confinement /
.2. fusion fusion /é?
A
o Q¥
- X Solar center/{{#q
8) Interplanetary Solar corona //(%o‘” /((\;%
- Lightnings t’j/’b\g\’ﬁ
2
04 isch / /«\¢> }
Interstellar Gas discharges /’ " White
“/e-gasin dwarfs
5 lonosphere  Flames _~",/ ametal .
5 10 15 20 25 30 35

log n, [M?]

Figure 1: Existence ranges of different plasmas as a function of the electron density n, and electron
temperature T,. The boundaries for non-relativistic and ideal plasmas are also indicated (redrawn
after [11]).
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“non-thermal plasmas” which can be generated at lower temperatures. One example for such

a non-thermal plasma is the electric glow (or gas) discharge [15], see section 2.1.2.

Due to their distinct properties, plasmas are used in several technical applications,
ranging from materials processing techniques such as etching or coating deposition [14], over
medical applications [16,17] to nuclear fusion [18,19]. Plasmas are also quite abundant in
nature and it is assumed, that more than 99% of the visible matter in the universe is in plasma
state [13]. Figure 1 gives an overview of different plasmas as a function of the plasma density

and electron temperature. These parameters are introduced in the following section.

2.1.1 Characteristic plasma properties

Plasma density

A plasma can be described by the amount of charged particles present. Electron density
n, and ion density n; are the number of electrons and ions per volume, usually given in cm3
or m3. One of the distinct properties of a plasma is the so-called quasineutrality, i.e. on the

average the number of negative and positive charges is equal [11]:
Ne =X ZixNik - (1a)

Here, Z; is the charge state of the ion k. For a plasma with just singly charged ions that
yields [11-13]

Ne =Ny =np, (1b)

where np is the so called plasma density. The plasma density can span several orders of
magnitude, from close to zero for interplanetary plasmas up to 10'® cm? for high pressure
arcs [13].

Degree of ionization

As mentioned above, a plasma consists of neutral as well as charged particles. The ratio

of ions to neutral atoms and molecules is the degree of ionization x;, [14]:

Xy = —2 (2)

- ’
TLg+TLi

where ng is the neutral gas density. x;, ranges from 107 for weakly ionized plasmas to close

to unity for fully ionized plasmas, such as those encountered in nuclear fusion [13,14].
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Electron and ion temperature

In order to characterize the kinetic energy of the charged particles, their respective

temperatures are used [12]:
1 _ 3
Emnvrzl = Ean . (3)

Here, m,,, v, and T, are the mass, the mean speed and the temperature of species n, and k
is the Boltzmann’s constant. Conveniently, these temperatures are given in electron Volts
instead of Kelvin (1 eV = 11,600 K) [20]. In contrast to the ion and electron densities, the
temperatures do not necessarily take up the same value. In many plasmas the electron
temperature is much higher than the ion temperature: T, > T;. Since electrons and
ions/neutrals are not in thermodynamic equilibrium in this case, such plasmas are referred to

as non-thermal plasmas [20].

Electron energy distribution/probability functions

Naturally, the electrons in a plasma do not have one single energy, but adopt a
distribution of different energies. This distribution is called the electron energy distribution
function f(E), or EEDF, representing the number of electrons for each energy E [13]. The
EEDF depends strongly on the collisions taking place in the plasma. In many plasmas, the EEDF
takes the form of a Maxwell distribution. However, especially for non-elastic energy ranges in
gas discharges different EEDFs are found [21]. A distribution that is frequently encountered
for such conditions is the so-called Druyvesteyn distribution [20,21]. In order to visualize the
EEDF, a different function, termed the electron energy probability function g(E), or EEPF is
often used [22]. Both are closely related via [22,23]

g(E) = f(E)/VE. (4)

This function has the advantage of directly showing deviations from a Maxwellian distribution

as a divergence from linear behavior in the semi logarithmic plot log{g(E)} vs E.

Sheath formation

Inevitably, a technical plasma is in contact with some constructive surrounding confining
the plasma, like a nozzle or vacuum chamber for instance. Consequently, the surrounding
object is in contact with the charge carriers in the plasma, i.e. electrons and ions arrive at its
surface. This leads to the generation of a thin positively charged layer separating the plasma

from the object, called sheath (Fig.2). There the ion and electron densities are not equal, as in
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the bulk of the plasma [12,14]. Due to the difference in mass, the electrons typically have a
much higher average speed than the ions and they hit the object with a higher current density
[12]. Therefore, the electron density decreases stronger than the ion density in the vicinity of
the object and n; becomes larger than n,. This leads to the development of a potential
difference repelling the electrons from and attracting the ions towards the object [14]. The
plasma thus gathers a positive potential with respect to the object, which is termed the plasma
or space potential V/». The object in contact with the plasma might be grounded, as typical for
a vacuum chamber. If the object, however, is electrically insulated the arriving electron
current leads to a negative charging of the so-called “floating” object. The gathered potential

is consequently termed the floating potential Vf;.

Plasma i Sheath

1
LR I e I

L kS T A I kI
oo - - -
L T A S A T A S

Object

Vfl

Figure 2: Sheath developed between a plasma and the surface of a floating object. (+) indicates an
ion while a (-) represents an electron. Particle density n (ion density n; and electron density n,) and

potential @ are indicated as a function of the distance x (reproduced after [12,14]).

2.1.2 Glow discharge

As mentioned above, one example for a plasma is the electric glow discharge [12,13,15].
Glow discharges are widely applied for several technical applications, including thin film
deposition, etching, medical applications and room lighting [13,16,24,25], just to name a few.
For the ignition of the discharge, two electrodes are inserted into a low-pressure gas and a
negative voltage V. of a few hundred Volts is applied to the cathode [12,14], see Fig.3a. This

voltage can be a direct current (DC) voltage, a pulsed DC voltage or radio frequency (rf)
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voltage [15]. A few free electrons are always present in the background gas due to ionization
caused by cosmic rays or radioactivity. These electrons are accelerated towards the positive
anode by the electric field resulting from the cathode voltage [12,15]. On their way the
electrons, before being absorbed at the anode, may ionize atoms, which are then in turn
accelerated towards the negative cathode. At the cathode, the ions cause the emission of
additional electrons, called secondary electrons [12,14]. The emitted electrons ionize atoms
by the energy they gain from the high electric fields in the cathode sheath. This results in an
avalanche of ionization processes and the number of electrons grows exponentially with the
distance from the cathode, with the corresponding exponent a being known as the first
Townsend coefficient [14]. Given by continuity, the ion flux towards the cathode must balance
the electron current leaving the cathode region at the sheath edge at distance d minus the
secondary electron emission at the cathode surface. This is known as breakdown
condition [14] and the following equation must be satisfied

ad =1n(1+i), (5)

YSE

with ysg being the secondary electron emission coefficient.

O
~
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Figure 3: Voltage IV as a function of the distance x between cathode and anode in a DC glow
discharge (a). Voltage-current characteristic of a DC glow discharge (b). Vp is called the break down

voltage (after [12,13]).

Depending on the current, different types of discharges can be distinguished. Figure 3b
shows a typical current-voltage characteristic of a DC glow discharge. The critical voltage,
below which equation 5 is not satisfied and no self-sustained discharge is formed is called the
break down voltage V. The following region, where a stable discharge is first established is
known as the Townsend-dark glow. As suggested by the name, there is no visual glow present,
which is due to a very low plasma density. The voltage in this region does not depend on the

current and an external electric field applied to the plasma is undisturbed. When the current
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is increased above a certain limit, an external field, however, is redistributed leading to the
formation of a cathode sheath and the transition from dark Townsend to glow discharge
(subnormal glow). Due to the redistribution, not the whole cathode is covered in the normal
glow region and the voltage is lower. The normal glow is characterized by a constant current
density, which means that with increasing current only the area of the cathode spot is
growing, while the voltage stays constant. As soon as the whole cathode is covered by the
current conducting spot, the abnormal glow region is entered. There, an increase of the
voltage results in an increased current density. If the voltage/current is further increased, the
thermionic emission of electrons increases due to a heating of the target and at some point
the discharge transforms to an arc discharge. A low cathode voltage with an exceedingly high

current density is characteristic for this type of discharge [13,24].

2.2 Langmuir Probe

2.2.1 Principle

The Langmuir probe was developed by Irving Langmuir and co-workers in the 1920’s
[21,26,27], practically at the same time when Langmuir introduced the term “plasma” for the
region of equal numbers of ions and electrons in a glow discharge [13]. This technique is one
of the simplest plasma characterization tools. It is based on the estimation of the charged
particle flux towards a small metal probe, that is brought directly in contact with the plasma
[11,12,26]. The measurement is based on the determination of the current-voltage
characteristic — also termed probe characteristic — of a circuit of two electrodes [26]. Two
different cases are distinguished [11,26,28,29]:

(a) The first electrode is the probe and the second one is the chamber wall. Here, the
difference in the surface of the two electrodes is several orders of magnitude and
the reference potential is the ground potential of the chamber wall. This setup is

termed single probe.

(b) Two small electrodes with comparable or same surface area are inserted into the
plasma. This configuration is called double probe and is typically used when there

is no well-defined ground electrode in the plasma [14] or with rf plasmas [29].

Setup (a) is the most commonly employed and is in the focus of the following section.
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The Langmuir probe can have several different geometries (see Fig.4a), however, the
most widely used type is the cylindrical probe [26]. In order to have a defined area in contact
with the plasma, the connection towards the probe is covered by an insulation, which is
represented by the grey shaded area in Fig.4a. Figure 4b shows the resulting probe
characteristics for a single probe for the different probe geometries. In general, three different
regions can be defined, irrespective of the probe geometry [26,28,30]. When the potential is
strongly negative, the positively charged ions are accelerated towards the probe and
essentially an ion current is measured. Therefore, |I;/I,| > 1 in this region, where /;and /. are
the ion and electron current at the probe surface, respectively. On the other hand, at strongly
positive probe potentials the ions are repelled and the electrons are attracted towards the
probe (|I;/I.] < 1). These two regions are called the ion and electron acceleration (or
saturation) regions [26]. Situated between the ion acceleration region and the plasma
potential Vp, is the transition region, where |I;| = |I,|. Within this part of the characteristics
the floating potential is located, which can easily be determined, as the ion and electron
current balance each other and the resulting net current is zero. All three regions carry
information on the plasma, however, an analysis of the transition region is the most

advantageous, because there less restrictive limitations are encountered [30].

(a) (b) E Spherical
o= : »~ Cylindrical
. P, S = i
Spherical Cylindrical Planar .3 vk Planar
H —
M H o
fe 2L, - L, s o
i A §
-
LV Voltage [V]
lon acceleration region Transition Electron
; region | acceleration

region
Figure 4: (a) Typical Langmuir probe geometries. rp is the probe radius and Ls is the probe length.

(b) Probe current-voltage characteristics for the three different geometries in (a) (after [11,26,28]).

Additionally to the floating potential, the Langmuir probe is able to yield several plasma
parameters, including plasma density, plasma potential and electron temperature
[11,14,26,28,29]. However, since the probe is in direct contact with the plasma it represents
a serious perturbation and as soon as the probe potential differs from the plasma potential, a
sheath is formed around the probe [11,31], similar to the sheath presented in Fig.2. That
means, that the actual surface of the probe is not its geometrical surface, but of the probe

and the sheath together [12]. In order to minimize the plasma perturbation, the probe
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therefore needs to be as small as possible [23,26], so that the following inequalities are
satisfied [23,28]:

7p In (%),r,,, Ap KL 4, (6)

with rp and 1y being the radius of the probe and probe holder, respectively. Ly is the length
of the probe, A, the Debye length (the characteristic parameter for the size of plasma
perturbations) and 4, is the mean free path of the electrons. The perturbation is also
dependent on the probe geometry, which can particularly be seen for the electron
acceleration region in Fig.4b. An increased positive voltage leads to an increase in sheath
thickness and consequently to a higher electron current in the case of a spherical or cylindrical

probe geometry [11,14,31].

Most probe theories (including the standard Langmuir procedure) were developed and
are only valid for a Maxwellian EEDF [14,21]. This is often not the case in technical plasmas,
including glow discharges [21,32] and magnetron sputtering discharges [33]. However, there
exists an evaluation method, which directly determines the EEDF from the probe
characteristic. This method is known as Druyvesteyn procedure [21,26,34] and is described in

the following section.

2.2.2 Druyvesteyn evaluation procedure

The basis for EEDF measurements using a Langmuir probe is the Druyvesteyn

formula [14,30]:
2me  [2e(Vp=V)
fE)=f(WVp—V)= "¢ /m—l (7)

where E is the electron energy, V is the probe voltage and I, is the second derivative of the
electron current with respect to VV, m, is the electron mass, e is the electron charge and A is
the probe area. In order to be collected at the probe, an electron needs to overcome the
potential difference between plasma and probe. Therefore, its energy in electron Volts is
equal to the potential difference Vp — V. Vp can be determined as the point where I, equals
zero [26,35], see Fig.5. Since the probe characteristic is the sum of the ion and electron
contributions, also the second derivative consists of both currents and I = Il + I; [23].
However, the contribution of the ion current is usually much smaller than of the electron
current [30] and can thus be neglected for the evaluation and I; = I". From the known EEDF,

the electron density can be calculated by integrating over all electron energies [14,21,26]
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ne = J; f(E)dE. (8)
When EEDF and n, are calculated the average electron energy E follows as [14]
—_ 1 0
E= n—fo E f(E)dE. (9)
e

In the case of a Maxwellian plasma, T, equals 2/; of E. In analogy to that, an effective electron

temperature T, .55 for the case of an arbitrary, isotropic EEDF can be defined [14,21]

2 j—
Te,eff = EE (10)

0.004 ~
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Figure 5: Influence of the size of the fitting window for the determination of the second derivative

of a single-probe characteristic using Savitzky-Golay filtering (own work).

The critical point of this evaluation procedure is the determination of the second
derivative, since any noise stemming from the plasma is augmented by differentiation [21].
There are two principal groups of methods [26]: (1) measuring the second derivative directly,
also known as online methods. These are based on creating a second harmonic or using analog
differentiators with a sawtooth or stepwise-like voltage signal. And (2) offline methods which
are based on algorithms of numerical analysis, a numeric solution of the integral equation [26]
or on digital filtering [26,36]. Figure 5 shows the influence of the size of the fitting window for
a digital Savitzky-Golay filtering [37] of the probe characteristic with subsequent
differentiation. It can be seen, that a smoothing is necessary in order to obtain reasonable
results (compare the curves for 11 and 31 points). However, excessive smoothing leads to an
intolerable distortion of the curve (31 and 71 points). In spite of the fact, that determining the

second derivative is challenging without influencing the results, the Druyvesteyn procedure
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has several advantages compared to the standard technique [14]: (a) It is valid for any isotropic
electron distribution including non-Maxwellian distributions. (b) It is valid for any convex
probe geometry, i.e. all geometries shown in Fig.4a. And (c), the ratio of probe dimension to

Debye length is not important.

Page 12



C. Saringer Dissertation Magnetron sputter deposition

3 Magnetron sputter deposition

Magnetron sputter deposition (MSD), or more briefly magnetron sputtering, is a plasma
assisted thin film deposition technique that belongs to the rather extensive group of physical
vapor deposition (PVD) methods [2]. Since several decades it has been successfully used in
industry and research for the deposition of virtually all kinds of different functional coatings
[38,39]. Within the strengths of MSD are its flexibility and the ability of depositing coatings
under strongly non-equilibrium conditions. This allows the deposition of almost any coating
material and even immiscible elements can be brought together in solid solutions with
properties that are not achievable with bulk materials. Due to the unique possibilities MSD
was and still is the subject of extensive research and several books and review articles are
available focusing on MSD [2,12,14,38-44].

3.1 Physical principles

3.1.1 Diode sputter deposition

Diode sputter deposition, which is the fundament for MSD, is based on the physical
process termed sputtering, which is the evaporation of atoms by the momentum transfer of
particles bombarding the surface of a solid target material [2]. The bombarding particles are
ions originating from a gas discharge (usually argon is used as process gas [39]), in which the
cathode is the material to be evaporated, termed the target. When an ion hits the solid surface
of the target, several processes may occur [12], see Fig.6. lons may be reflected or
incorporated [2], which, however, does not contribute to the evaporation of the target
material. Furthermore, secondary electrons are occasionally emitted sustaining the discharge
[38]. The process causing atoms in the solid state to evaporate, however, is the collision
cascade [42]. This is a series of collisions taking place under the target surface. A collision
cascade leading to the emission of a target atom is depicted in Fig.6 and works as follows [42]:
An incoming ion hits the surface, where its energy gathered in the cathode sheath is
transferred to the atoms in the first few layers under the target surface. The delivered energy
is converted into a number of low-energy recoils of the target atoms. Most of these recoils
are directed towards the target, but some of the recoiling target atoms get an impulse towards
the surface. If their energy exceeds the surface binding energy, they leave the target and are
transferred into the vapor phase. The characteristic parameter for this process is the sputter

yield, i.e. the average number of atoms ejected per incoming ion [12,40]. The sputter yield
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depends on several parameters including pressure, ion energy, ion to atom mass ration,

incoming angle and surface energy [40,41].

incident ion

secondary electron

reflected neutral/ion

sputtered atom

surface
collision cascade

implanted ion

Figure 6: Processes taking place between bombarding ions and a bombarded surface (after [12]).

3.1.2 Magnetron discharge

Diode sputtering has become obsolete as a deposition process nowadays due to several
drawbacks, including a low ionization efficiency of the plasma, large substrate heating effects
and a low deposition rate [38,40]. These shortcomings led to the invention of the magnetron,
the basic principle of which can be seen in Fig.7. The term “magnetron” refers to the
installation of magnets behind the target. These magnets generate a magnetic field in front of
the target confining the secondary electrons emitted at the target surface due to the ion
bombardment [38]. For an optimized electron confinement the magnetic field needs to be
parallel to the substrate surface. Hence, there are two magnetic rings installed in a typical
planar circular target, one outer and one inner pole ring of opposite polarization to generate

a closed magnetic field configuration [39]. The most intense plasma region is formed where
the electric field E and magnetic field B are perpendicular. There the confined electrons start

to drift along the target surface as a result of the Lorentz force, which is also known as ExB
drift. The resulting drift current is called Hall current and it usually exceeds the actual
discharge current considerably [39,45]. Due to this high electron current more ions are
produced in the vicinity of the target by electron impact ionization, leading to an increased
ion current at the target which then raises the sputtering rate significantly [40]. Furthermore,
magnetron discharges can be sustained at lower pressures compared to the diode setup.
When the pressure is decreased, the atoms experience fewer collisions and arrive at the target
with a lower degree of thermalization, i.e. with a higher energy [2]. The degree of

thermalization can thus be adjusted in a wider range by varying the pressure.
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However, magnetron sputtering suffers from two main drawbacks [2]: The first
disadvantage is, that in the conventional magnetron the plasma is only confined close to the
target and no energetic particles originating from the plasma, which are necessary for
activating chemical processes, arrive at the substrate holder. This is needed for reactive
sputtering, for instance [2] (see section 3.2). This issue was overcome by the introduction of
the unbalanced magnetron as depicted in Fig.7 [46—48]. In the unbalanced configuration,
some magnetic field lines extend to the substrates enabling the electrons to follow them,
expanding the plasma to the vicinity of the substrate. This enhances the ion bombardment on
the growing film. The second, probably more severe disadvantage, is the non-uniform target
erosion. Consequently, two problems arise [2]: Firstly, the sputtering rate and consequently
the deposition rate depend on the position of the substrate relative to the target. And
secondly, the target usage is strongly non-linear, which leads to a low target utilization of
sometimes only 10 - 30 %. There are magnetron configurations which allow for a much better
target utilization, in particular the cylindrical rotary magnetron [49,50] or the high target

utilization sputtering setup [51].

Su/bstrate

Magnetic field lines

. Torus of magnetically
" confined plasma

M—Target

T~ _—
Magnets

Figure 7: Basic principle of an unbalanced magnetron sputtering discharge with a planar circular
target. Band E are the magnetic and electric field, respectively. The bombardment of the metallic
target by argon ions (Ar*) leads to the emission of metal atoms (M) and secondary electrons (e’), which
gyrate around the magnetic field lines causing the ionization of other argon atoms (Ar). Some electrons
follow the magnetic field lines towards the substrate expanding the plasma to the vicinity of the
substrate. This results in an enhanced ion current at the growing film during growth, which can be

influenced by applying a bias voltage Usis(reproduced after [39,48]).
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3.1.3 Bias sputtering

Due to the plasma present, the film growing on the substrate is subjected to a
considerable bombardment of all types of different plasma particles [52]. Since the nucleation
and resulting film properties strongly depend on the type and energy of the arriving species,
see section 4, influencing them will have a significant effect on the resulting film properties.
Modifying the neutral particle behavior directly, however, is very difficult, but the charged
particles can be influenced quite easily by applying a voltage to the substrate, known as bias
voltage [12,41] (Fig.7). In principle both, negative and positive voltages can be applied to the
substrate. If it is biased positively, the plasma potential around the substrate will increase until
the resulting loss of electrons is compensated for, while the ion current does not change. This
leads, however, to an increased electron current significantly raising the thermal load of the
substrate. If it is biased negatively on the other hand, the situation becomes similar to the
situation at the target, and ions are accelerated towards the substrate, with all accompanying
effects such as sputtering, ion implantation and heating, but typically at lower intensity [40].
The low intensity ion bombardment is beneficial for the coating properties [48] and is known
to improve coating adhesion, to densify the coatings and to lead to a finer grain size [41].
Other properties controlled by the bias can be resistivity, hardness, gas content and residual
stress [12,41].

3.2 Reactive sputtering

In addition to the deposition of materials purely from a solid target, MSD offers the
possibility of growing compound coatings from a metallic target in a reactive gas atmosphere.
This process is called reactive MSD [53-55]. By this technique a large variety of compounds
can be deposited including oxides, nitrides, fluorides, carbides and arsenides [39,54], just to
name a few. Reactive MSD sometimes even seems to be the only reasonable way to produce
some of the materials, since the compound, if it is an oxide for instance, might be non-
conductive and could therefore not be used as cathode for a DC glow discharge [12]. An rf or
pulsed excitation would be necessary in this case, which is considerably more expensive and

more complicated [39,54].

As already mentioned a metallic target, for instance titanium or aluminum, is used for
reactive MSD, while the reactive component is added to the working gas (argon). Typically
employed reactive gasses are nitrogen, oxygen, hydrocarbons, or any combinations of those

[41]. The use of elemental targets has several advantages compared to ceramic targets [54].
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Metallic targets are manufactured and machined more easily and can be produced with a
higher purity. Also, they show a higher heat-conductivity and bonding is less difficult, which
makes them heat-conductive, enabling a more efficient cooling. And, as already mentioned

above, metallic targets are electrically conductive which avoids the use of expensive rf

equipment.

3.2.1 Target poisoning and hysteresis

Despite all its merits, reactive MSD is an inherently instable process and it suffers from
one large drawback, the so called “target poisoning” effect [48,54-58]. The main issue that
needs to be considered with target poisoning is, that it results in the undesired hysteresis-like
dependence of several process parameters on the reactive gas flow [54,55], as systematically
shown in Fig.8. Basically, two different modes of operation can be identified, one mode at low
reactive gas flow rates, also referred to as metallic mode, and one mode that is present at
high reactive gas flow rates, called poisoned mode. In between is the transition region, which
is strongly non-linear and shows the said hysteresis behavior. In the metallic mode, i.e. at low
reactive gas flow rates, all reactive gas is gettered by the sputtered metal atoms. Hence, no

reaction of the reactive gas with the target surface takes place and the absolute pressure in
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Figure 8: Hysteresis effect during reactive sputtering. The arrows indicate the direction of the
change in reactive gas flow, i.e. increase or decrease. Py.is the argon partial pressure, frand fzare the

gas flows where target poisoning and recovering, respectively, occur (redrawn after [54,55]).
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the chamber is constant, even at increasing reactive gas flow. Furthermore, the deposition
rate remains high and practically independent of the reactive gas present. Unfortunately,
however, the resulting coatings are substoichiometric and do not exhibit the desired

composition [59].

When the reactive gas flow is increased, at some instant a critical point is reached, which
is indicated as f» in Fig.8. There, the reaction product forms at the metal target covering its
surface and the process switches from the metallic to the poisoned, or compound mode. Not
all of the gas can be gettered by the sputtered material anymore, which results in an abrupt
and irreversible change of the pressure. Accompanied by the formation of the compound on
the target surface, the secondary electron emission coefficient ysg is changing as well. Usually,
¥sg is higher for the compound, thus resulting in a lower voltage [41,54]. A higher ygg also
means that more energy of the arriving ions is put into the breaking of bonds and the emission
of secondary electrons. This, with a lower sputter yield of the compounds leads to a decreased
deposition rate for the poisoned mode [54]. The decrease can be quite severe —typical factors
for the deposition with nitrogen are around 3-4 and around 10-15 for oxide deposition [55].
However, in the poisoned mode the resulting coatings usually have a stoichiometric
composition. A further increase of the reactive gas flow is accompanied by a linear rise of the
reactive gas partial pressure. When the flow is reduced the pressure is similarly decreasing
again. The de-poisoning or recovery of the target surface, i.e. the removal of the reactive
compound, does, however, not occur at f», but at a considerably lower value fz. This is owing
to the reduced sputtering rate because less material is available for gettering the present

reactive gas in the compound mode thus shifting the transition to lower values.

By conventional methods the transition region is inaccessible for deposition, although it
would be the ideal case, since stoichiometric compounds could be formed at high deposition
rates [54]. Therefore, much research focuses on the investigation of reactive MSD. There are
several models describing this process, e.g. the well-known Berg model [60]. Also several
approaches were developed to circumvent the hysteresis including increasing the pumping
speed [53,54], gas pressure or flow control by optical emission spectroscopy or voltage
monitoring [10,54,61], decreasing the target erosion area [9], increasing the target to
substrate distance [62], localized gas addition [63], the “baffled target” approach [7],
increasing the inert gas pressure [59] and the use of substoichiometric targets instead of
purely metallic [8]. Some of these methods are, however, difficult and/or expensive to

implement.
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4 Thin film growth

Thin film deposition by PVD-methods generally takes place under non-thermodynamic
equilibrium conditions [64,65]. In thermodynamic equilibrium the rates of opposing
processes, like for instance condensation and evaporation, are the same and both processes
consequently sum up to zero. Therefore, no film growth can take place in thermodynamic
equilibrium, since for the formation of a film the condensation rate must be higher than the
evaporation rate [65]. Also, deposition temperatures are often quite low around 0.2-0.3 T;,,,
where T, is the melting temperature of the condensing coating material (in Kelvin), hindering
diffusion [64]. Due to these reasons, film growth is a kinetically driven process. In return, the
kinetic limitations during film formation allow the synthesis of metastable phases and artificial

structures that would otherwise not be achievable [64].

4.1 Fundamentals of film growth
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Figure 9: Schematic representation of the processes occurring during film growth (after [65]).

Adsorption on
special site

Figure 9 shows the atomic processes going on in the initial stage of film growth under
vacuum conditions: Atoms can undergo two different processes upon arriving at the
substrate: They may either be reflected directly or be loosely adsorbed becoming so-called
adatoms. As adatoms they diffuse over the surface exchanging energy with the lattice or other
adsorbed particles until they re-evaporate after some time or eventually become trapped at
low-energy sites, like edges or defects, or at sites where the surface chemistry is different
[2,52,65]. The migration of the atoms on the surface is governed by their surface mobility,
which is dependent on the energy of the arriving atom, chemical interactions and thermal
energy of the substrate surface [2]. The activation energy necessary for the migration depends
on the melting temperature for both, surface and bulk diffusion. Since the surface atoms have

fewer bonds to other atoms, the activation energy for surface diffusion is much less [40]. One
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important process connected with bulk diffusion is the so called interdiffusion between film
and substrate. This process is responsible for the smoothening of the substrate-film
interface [65].

Despite diffusion and the adsorption at special sites, atoms may congregate on the
surface to form so-called nuclei, small clusters of several atoms. This process is termed
nucleation. In order to form a dense film and to obtain a good contact to the surface the
number of nuclei per area, or nucleation density, needs to be high [2]. In the early growth
stages these nuclei coalesce leading to a decrease in the nucleation density, which then
denudes the substrate allowing further nucleation to take place. This coalescence continues
until a network with unfilled channels in between evolves. These channels fill up during the
subsequent deposition until only voids remain which, eventually, also become filled and a

continuous film is formed [41].

For film growth, three characteristic growth modes are encountered, displayed in
Fig.10a [65,66]. In the layer by layer growth, also known as Frank-van der Merve mode, a new
layer only forms when the former one is completed. This mode can be found for
semiconductor growth on semiconductors, for instance [66]. The second mode is called
Vollmer-Weber, or island growth mode. Here, the film grows as several islands, which are
formed at various positions on the substrate building up a continuous film through growing
and subsequent coalescence [41]. Which one of these modes evolves depends on the
interaction between substrate and film atoms [41,65]. If the interaction between film and
substrate atoms is larger than the interaction between the film atoms, layer growth occurs.
The opposite case, i.e. the interaction between the deposited film atoms is greater, leads to
the formation of islands and the growth in the island mode. This interaction can be described
by the surface and interface energies, see Fig.10b [65]. The force equilibrium in this situation

can be expressed as
Ys = Vs/r + Vp - COSP. (11)

Here, v, ¥, and Ys/r are the surface free energies between substrate and vacuum, deposit

and vacuum and substrate and deposit with ¢ being the contact angle. For the two different

growth modes the conditions are [65]
(i) Layer growth: b=0, ¥s=Vr +Vs/F (12a)

(ii) Island growth: b >0, vs <Vr+Vs/p- (12b)
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The third mode is the so-called Stranski-Krastanov, or layer plus island mode. This is an
intermediate case, where the film starts to grow as a layer trying to adjust its lattice to the
substrate lattice. However, the thus generated elastic strain cannot be sustained into the bulk
of the film and the growth mode switches to island growth after the completion of one or
several layers. This change occurs as soon as the elastic strain forces exceed the adhesion

forces within the deposit [65].

(a) Layer growth Layer + island growth Island growth (b)
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Figure 10: (a) Schematic representation of the three modes of film growth (& is the coverage, ML
stands for monolayer) (redrawn after [66]). (b) Schematic of a nucleus deposited onto a substrate. ys,

Yr and ys/p are the surface free energies between substrate and vacuum, deposit and vacuum and

substrate and deposit, respectively. @ is the contact angle between the deposit and the substrate
(after [65]).

4.2 Structure zone model

The growth and nucleation of coatings is strongly influenced by the process parameters
during deposition including pressure, temperature, ion energies [67] etc. In order to
qualitatively show the developing structure as a function of these parameters, several
structure zone models (SZMs) were proposed. The first SZM was developed by Movchan and
Demchishin for thick coatings deposited by electron beam evaporation [68]. They have found
that depending on the homologous deposition temperature 7% ( 74 = Taep/Tm, With Tqep being
the deposition temperature) three zones with different, characteristic structures are
encountered. Later, Thornton developed an SZM for sputter-deposited coatings, where he
added an additional axis representing the deposition pressure and introduced another zone
between zone 1 and zone 2, called the transition zone [69]. Messier et al. exchanged the
pressure in the SZM by the floating potential, which is more appropriate for sputtered coatings
[70]. A more generalized SZM which was suggested by Anders [71] is displayed in Fig.11. This
SZM is based on Thornton’s with the extension to energetic deposition methods like cathodic

arc evaporation and high power impulse magnetron sputtering. In this model the axes are the

Page 21



C. Saringer Dissertation Thin film growth

generalized temperature 7% being the substrate temperature plus the potential energy of the
arriving species, the generalized kinetic energy £*of the arriving ions including the mass ratio
of ions and film atoms and the coating thickness ¢* In contrast to the other SZMs, this model
is also capable of showing thickness reductions due to densification and sputtering of the
film [71].

recrystallized grain structure

zone 3

fine-grained,

region not b t* 2n8P 0.5 nanacrystalline,
accessible with preferred
orientation
01
N

porous,

tapered crystallites

separated by voids, 1

tensile stress densly packed

fibrous grains

transition from tensile (low £¥) to

compressive stress (high £¥) ine separating

net deposition

region of possible region not E* and net etching

low-temperture accessible
low-energy ion-assisted

S dense film,
epitaxial growth

reduction of deposition by sputtering

Figure 11: Structure zone model for PVD-processes proposed by Anders [71].

In Anders’ SZM the same four zones as in Thornton’s can be identified. At low
temperature and ion energy zone 1 prevails. Due to the low energy the adatoms are practically
immobile and a porous columnar structure with a pronounced surface roughness evolves [40].
Typical for zone 1 is the dependence of film growth on the deposition geometry [69]. When
temperature and/or the ion energy is increased, the resulting coating evolves towards a
denser structure (zone T). In this zone the adatom diffusion becomes large enough, so that
the surface roughness of the substrate can be overcome in the initial growth stage. Thus, the
surface is smooth [72]. The grains are smaller than in zone 1 and the microstructure appears
to be fibrous without greatly voided grain boundaries [52]. Upon further increase of the
temperature at some point surface diffusion begins to be the dominant factor and the coating
“loses all memory of earlier steps in its growth” [72]. Therefore, considerations such as the
deposition geometry become unimportant. In zone 2 the growth process is mostly dominated
by the adatom diffusion, which leads to the development of faceted surfaces of the single
columnar grains, separated by dense boundaries. The boundary condition for zone 3 type
structure is a temperature of around 0.45 - 0.5 7} [68]. There bulk diffusion gains a dominant

influence leading to recrystallization with the development of equiaxed grains [52]. The model
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by Anders also shows regions of high intensity ion bombardment conditions, where severe
re-sputtering of the coatings and etching occur. These regions are, however, not important
for MSD.

4.3 Residual stresses in thin films

Sputtered coatings are generally in a state of residual stress [52,73]. The residual
stresses range from tensile, as typical for sputtered metallic coatings deposited at a high
pressure [40], to very high compressive stresses in the range of several GPa for hard coatings
deposited at high bias potentials [73,74]. The residual stresses in thin films strongly depend
on several process parameters [75] including but not limited to temperature [75,76], bias
potential [74,77], tilt angle of the substrate relative to the deposition flux [78], gas pressure
[40] and target power [77,79,80]. Furthermore, the residual stresses are not constant over the
coating thickness [81]. Especially in the early growth stages the induced stresses vary and close
to the interface a different stress state than in the bulk of the coating is observed. The stresses
in the early growth stage strongly depend on the nucleation conditions [82] and adatom
mobility [83]. High stresses can cause coating failure by cracking or delamination in the case
of excessive tensile stresses and buckling at very high compressive stresses [84]. On the other
hand, stresses can also be beneficial and it was found that compressive stresses improve the

hardness of coatings [85].
The residual stresses in coatings are generally comprised of three contributions [73,86]:
Otot = Oext t Oint T Otn, (13a)

where 0;,¢, Ocxt, Oine aNd 0y, are the total, the extrinsic, the intrinsic and the thermal stresses,
respectively. The extrinsic stresses are due to structural misfits, phase transformations,
precipitations, chemical reactions, etc. Often these stresses are a priori assumed to be
negligible or to be relaxed by misfit dislocation networks [73] and therefore, only 6;,; and gy,

remain. Thus equation 13a becomes
Otot = Oint T Otp- (13b)

oy, is a result of the different thermal expansion coefficients of substrate a and coating a,

and is induced by the cooling after deposition. a;; can be calculated by [87]

E,
Oth = v, (as —a)(T — Tdep)- (14)
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Here, E-and v, are the elastic modulus and Poisson’s ration of the coating, respectively, and
Tis the temperature. g;,,; is generated during the growth of the coatings and is comprised of
the stress resulting from a volume shrinkage during grain growth, adatom diffusion to the

grain boundaries and the stress related to the ion irradiation of the growing film [86].
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Figure 12: Residual stress as a function of the annealing temperature. RT stands for room

temperature and 7.y is the maximum annealing temperature (modified after [87,89]).

Due to the growth conditions, PVD coatings are in general not thermally stable but tend
to recover at high temperatures [88,89]. This can be seen when the stress is measured during
thermal cycling to high temperatures, known as biaxial stress-temperature measurement
(BSTM). Figure 12 shows a typical stress-temperature curve obtained by BSTM. Upon heating
from room temperature (RT) the thermal stresses which are induced during the cooling after
the deposition are successively removed. The slope of the curve depends on the thermal
expansion coefficients: If a is greater than a, then tensile stresses are induced during cooling
and the slope in Fig.12 is negative, and vice versa. At 74ep all induced thermal stresses are
removed and only the intrinsic stresses remain. When 7y is exceeded, the defects generated
during the deposition start to be annealed out which results in a compressive stress relaxation.
When the maximum temperature 7m.x of the measurement is reached, the sample is cooled
down and the thermal stresses are induced again. Provided that no phase transformation,
recrystallization or decomposition has occurred, a, is not changed and the slopes are the
same for heating and cooling. There are two important types of information that can be
obtained from BSTM measurements [90]. Firstly, the onset temperature of recovery Tre,
which is an indicator for the thermal stability of the coating. Secondly, the amount of stress

relaxation due to recovery g, which is related to the hardness loss of the coating due to the
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annealing treatment. The recovery includes effects such as the annihilation of point defects,

migration of dislocations and the growth and coalescence of subgrains [89].

4.4 Residual stress measurements of thin films

Apart from the above mentioned classification of stresses, residual stresses can also be
divided with respect to the dimension into first, second and third order stresses [91,92], see
Fig.13. First order stresses, or macrostresses, are the volume average of the stress over all
crystallites in the investigated volume. They have a field of action in the range of millimeters
and are macroscopically observable. Second and third order stresses are called microscopic
stresses and are the deviation from the first order stresses averaged over one crystallite
(second order) and stresses on the atomic scale (third order) [91]. Several techniques are
available for the determination of residual stresses including mechanic, acoustic, optic,
radiographic, magnetic and electric methods [92]. All of these but the radiographic methods
using electrons and X-rays are able to assess only the macroscopic stresses. The two most
commonly used techniques for the determination of residual stresses in coatings are the wafer

curvature method [81] and X-ray techniques [93,94].

yﬂ

individual grains

Figure 13: Stress (o) distribution in a coating over several grains. o7, o/ and o’/ are the first, second

and third order stresses, respectively (redrawn and modified after [91]).

4.4.1 Wafer curvature measurements

When a film is deposited onto a flexible substrate, a bending of the film-substrate
composite will be induced by to the residual stresses present in the film [41], as presented in
Fig.14a. Depending on the nature of the stresses, i.e. tensile or compressive, the bending will

be either concave or convex. Stoney was the first to use this bending in 1909 to calculate the
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present stresses [95,96]. He has developed the following equation, which is also known as

“Stoney-formula”. In its modified form it reads [97]
dZ
octe = Mg R’ (15)

where g, is the coating stress, t. is the coating thickness, M is the biaxial modulus of the
substrate, d is the substrate thickness and R is the bending radius of the composite. Two
requirements need to be fulfilled in order to correctly determine the stress. (a) The coating
thickness must be small compared to the substrate but still large enough so that a bending is
induced. And (b) the coating must be in the state of plane stress, that is the stress in-plane is

independent of the direction. Thus, the stress tensor becomes [96]
oo 0 O
o= (0 o, 0). (16)
0O 0 O

Most commonly single crystalline silicon wafers are used as elastic substrates for this

technique, which hence explains the term “wafer curvature technique” [81].
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Figure 14: (a) Bending of a film-substrate composite due to compressive and tensile residual
stresses (redrawn after [41]). (b) Typical experimental setup for the determination of the bending

radius used for wafer curvature measurements employing two parallel laser beams (not in scale).

In order to be able to calculate the stress, one has to determine the bending radius of
the composite. Quite commonly the bending radius is measured using laser beams [81]. In the
case of a sample that is clamped on one side, one laser beam is sufficient, but also multi-arrays
of beams are possible which enable the determination of the spatial distribution of the
residual stresses [81]. Figure 14b shows the situation for two parallel laser beams. In this case,

the sample is positioned on a plane where the initially parallel laser beams, having a distance
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d are reflected towards a mirror placed at the distance H. After being reflected again at the

mirror, the distance D can be measured and the bending radius R can be calculated using:
R=—— (17)

The wafer curvature technique is simple in principle. Therefore, it is quite effortlessly
possible to conduct BSTMs as the one presented in Fig.12, for instance when the sample is
placed in a vacuum chamber on a heating device [88]. By heating the substrate, also the
coefficient of thermal expansion can be determined from the slope of the linear region in
Fig.12. This is done by rearranging equation 14, however, knowledge of the mechanical and
thermal properties of the substrate is required [98]. Abadias and co-workers frequently use
this technique to determine the stress during film growth in situ by a multiple array of laser
beams focused on the substrate, where they are reflected and recorded with a CCD camera
[82,83,99,100]. Wafer curvature can be quite sensitive and the stresses in even nm-thin
coatings can be assessed. Despite all its merits, some critical points need to be mentioned.
Firstly, it is only possible to assess the average stress over the coating thickness when
measured ex-situ. Secondly, the beams are never perfectly parallel and the alignment might
change over time [81]. A third point that needs consideration is the potential plastic
deformation of the substrate during film growth and/or annealing [101]. This deformation

might alter the measured values considerably and make a reliable measurement impossible.

4.4.2 sin*{) method

Apart from the mechanical methods, there are several stress measurement techniques
involving X-ray diffraction (XRD) [93]. These are based on the determination of the strain as

the change of the lattice parameter due to the present residual stresses:

ghkl — (dhkl _ d(i)lkl)/d(i)lkl’ (18)

h

where £l is the strain of the lattice planes with Laue indices A, k£ and /resulting from the

residual stress, and d"¥! and d{*!

are the actual and unstrained lattice parameters of the same
planes. One of the most common XRD-techniques is the so-called sin? method, with the basic
principle shown in Fig.15a [91]. The figure displays a coating with several differently oriented
grains under compressive stress. The drawn planes all have the same hkkindices. It can be
seen, that the lattice parameter changes with the orientation to the applied stress. When the

planes are normal to the stress, i.e. ¢ = 90°, the planes are compressed and the lattice
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Figure 15: (a) Measurement principle of the sin?) method for a coating under compressive stress.

(b) Exemplary result for the situation displayed in (a) (after [91]).

parameter is smaller compared to the unstrained lattice. On the other hand, if the planes are
parallel to the stress, i.e. /=0, they are widened due to lateral contraction. In between those
two extrema exists an angle /% where the lattice parameter is unstrained (d(’,‘kl). By rotating
the sample around ¢ and measuring the position of the peak for the lattice planes with the
indices A, k and /in the diffractogram Hhkl one can determine the lattice parameters at

different y~angles using Bragg’s law
A = 2dsin(65), (19)

where A is the wavelength of the used X-ray beam. For a biaxial stress as in equation 16 the

relationship between the strain &, ¥ and the stress o, is [91]

hkl hkl
ahft-af

_ 14y
&y = Kl

o, siny — =< ac (20)

C

dhkl

Equation 20 suggests that there is a linear relationship between and sin?1. Figure

dP* needs to

15b displays an illustrative result for the situation in (a). In order to calculate o,
be determined since this value is often not known a-priori. d**! is measured at (/% where the

strain equals zero, which can be calculated from equation 20 to be [91]

siny* = (21)

1+vc

This relationship only holds for an isotropic coating material [91]. Coatings, however,

hkl
dy

frequently have a texture and determining precisely is thus often a difficult task.
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5 Investigated coating materials

5.1 Titanium nitride

The titanium-nitrogen system with corresponding films deposited by both, physical
[102] and chemical vapor deposition (CVD) methods [103,104], is one of the most-investigated
coating systems since approximately the beginning of the seventies of the last century.
Particularly stoichiometric titanium nitride (TiN) is of special interest since it has several
outstanding properties which makes it useful for a number of applications. For instance, it has
a high melting temperature of more than 3 000 K, depending on the exact composition [105]
and coatings made thereof are known to have high hardness values [106]. At the same time it
has a good thermal conductivity of about 25 W/mK [107] which makes it ideal for the use as
protective coatings for cutting tools. Additionally, TiN is biocompatible and TiN-based coatings
are frequently used for bio-implants [108,109]. Further applications include the use as
diffusion barriers in the microelectronics industry [110-112] and as decorative coatings
[113,114]. The latter is owing to the golden appearance of TiN which makes it suitable as an
abrasive resistant alternative for gold [114]. Also, for the investigation of basic principles of
magnetron sputtering TiN has served as a model coating system and many works exist on the

reactive sputtering of titanium in nitrogen containing atmosphere [62,106,115-117].
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Figure 16: Binary phase diagram of titanium and nitrogen [105].

Figure 16 shows the binary phase diagram of titanium and nitrogen up to a composition
of 50 at.-% nitrogen. As can be seen, there are three stable phases extending to room

temperature. The hexagonal closed packed (hcp) titanium phase, and the two compound
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phases Tiz;N and TiN. TizN crystallizes in tetragonal structure and has only a very small field of
existence, while TiN has a face centered cubic (fcc) NaCl-structure and spans over a
comparatively large range of compositions [105]. The resulting coating properties strongly
depend on which of these phases are present after deposition and several different phase

combinations were reported. Basically, however, two cases are of interest [102]:

e Single-phase TiN

As already mentioned above, the TiN phase has the NaCl-structure and it has a lattice
parameter of 4.24 A [102]. The fcc structure is stable over a comparatively large
compositional range. When the coatings are slightly under or over-stoichiometric,
the lattice parameter and the coating density decrease in both cases due to the
generation of voids, which leads to a hardness decrease for non-stoichiometric TiN.
The color of the coating is also strongly dependent on the exact composition and
changes from light yellow to golden yellow to brown with increasing nitrogen
content from under to over-stoichiometric compositions [118,119]. This color can be
used as an indication for the hardness [118]. The grain size is generally below 100
nm if the films are deposited below 600 °C (0.27 7%) and the typically evolving
microstructure is a fibrous zone T structure [102]. The electrical resistivity is
comparable to metals. For stoichiometric TiN it is approximately 25 uQcm, which is

even lower than the value for pure titanium [102].

e Films containing the Ti2N-phase

When the composition is under-stoichiometric a fine-grained two phase structure
containing Ti;N evolves. At nitrogen contents below 25 at.-% the coating consists of
hcp titanium grains with a size in the range of 250 nm, surrounded by highly
deformed Ti;N. At higher nitrogen contents the structure is depending on whether
the nitrogen content is below or above 35 at.-%. In this region the grains are
subdivided into alternating lamellae either consisting of hcp titanium/Ti;N or
Ti2N/TiN. These lamellae have widths in the range of 100-200 A. Although an
increased hardness would be expected for the small lamellae compared to single
phase TiN due to the Hall-Petch effect [90], this is not observed for these coatings.
The reason might be the strong orientation relationship between the lamellae,
which does not provide a considerable obstacle for the movement of dislocations
[102]. The electrical resistivity, however, is strongly increased due to the two-phase

structure, and shows a maximum at a nitrogen content around 25 - 35 % [102].
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Although TiN has several useful properties that make it suitable as wear protective hard
coating it suffers from some disadvantages limiting its usability. One drawback is the rather
low oxidation resistance. TiN can only be used up to temperatures around 550 °C before it
starts to oxidize [120]. Also, the high temperature hardness is somewhat limited for TiN. This
led to the invention of second and third generation coating systems based on TiN, such as
titanium aluminum nitride (TiAIN) and titanium carbon nitride (TiCN), for instance. These
coating materials exhibit a superior performance like increased tool lifetime and decreased
wear [121]. As a more specific example, TiAIN shows an age hardening effect due to coherency
strains resulting from the spinodal decomposition to TiN and cubic AIN at temperatures above
600 °C [122]. Furthermore, it exhibits an improved resistance against high-temperature

oxidation due to the formation of a protective oxide scale at elevated temperatures [120,123].

5.2 Amorphous carbon

Depending on the hybridization of the electron orbitals, solid carbon exists in numerous
different forms [124], the most recognized of which are probably the two crystalline forms
graphite and diamond. Graphite is sp?-hybridized carbon consisting of several layers of
hexagonal planes which have strong o-bonds in plane, but only weak m-bonds normal to the
planes. Therefore, graphite is anisotropic with different electrical and mechanical properties
in and out of plane [125]. Due to the weak m-bonds, the planes can glide easily and carbon is
(among several other applications) frequently used as solid state lubricant [126]. On the other
hand, diamond is an exceptionally hard material which has the highest heat conductivity of all
materials and wide band gap of 5.5 eV [127]. This is owing to the tetragonal, covalent bonding
structure resulting from sp3-hybridized orbitals. Due to its exceptional properties, diamond is
used as tool material for stone cutting [128] or heat sinks in electronic devices [129], for

instance.

Amorphous carbon (a-C) is a class of thin film materials that spans a wide range of
different coatings with diverse properties [130]. The versatility is mainly owing to the fact that
the structure and physical properties of carbon strongly depend on the hybridization, as
discussed above. Therefore, the amount of each bonding type in carbon coatings grown from
the vapor phase greatly influences their properties [127,130]. In order to qualitatively assess
the microstructure of a-C coatings, Jacob and Méller [131] and, based on this work, Ferrari
and Robertson [132] have developed a ternary phase diagram which is displayed in Fig.17. The

diagram shows the different types of a-C as a function of the amount of sp? and sp3-hybridized
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Figure 17: Ternary phase diagram redrawn after Ferrari and Robertson [132] of amorphous carbon

coatings. The three corners correspond to graphite (sp?), diamond (sp®) and hydrogen (H).

carbon, as well as the hydrogen content. Purely sp>-bonded carbon (situated in the lower left-
hand corner of the diagram) refers to a material with graphite-like properties, i.e. low
hardness and high electrical conductivity, as well as a low density. Coatings in this region,
grown for instance by thermal evaporation, are known as graphitic carbon coatings or glassy
carbon [127]. When the a-C coatings are deposited by MSD, some sp?® bonds are introduced
by the ion bombardment. In order to reach higher values of sp® a pronounced ion
bombardment is necessary, as for instance present during cathodic arc evaporation. These
coatings are known as tetrahedral amorphous carbon (ta-C) and show a more “diamond-like”
character [127]. Hence, carbon coatings containing a significant amount of sp® bonding are

known as diamond-like carbon, or DLC [132].

Frequently, hydrogen is added to the carbon coatings in order to modify the properties
[133,134]. Hydrogen reduces the friction coefficient by saturating the dangling bonds of the
carbon [134]. Both, coatings with a high (ta-C:H) and low (a-C:H) sp3 content are encountered.
Such films are produced by a variety of methods [135] including plasma enhanced CVD [134]
and sputtering in a hydrocarbon gas containing reactive atmosphere [136]. All DLCs (with or
without hydrogen) are metastable and tend to transform to graphitic carbon upon heating or
irradiation [137]. The formation of polyethylene and polyacetylene defines the limit between
a-Cand hydrocarbon polymer coatings at high hydrogen contents [127]. Due to the wide range
of achievable properties there are many applications of DLC today, including as protective and
antireflective coatings for infrared windows, coatings in magnetic recording devices, wear
protection of bearings, precision gauges in the automotive industry and biomedical
applications [138-141].
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5.2.1 Raman spectroscopy of amorphous carbon

Because of the strong influence on the properties, assessing the amount of sp? and sp3
bonded carbon is of vital interest. However, determining the sp*-content quantitatively is not
trivial and sophisticated methods such as electron energy loss spectroscopy or nuclear
magnetic resonance are needed [127]. In contrast, Raman spectroscopy is a comparatively
simple technique that provides the possibility of qualitatively assessing the microstructure and
indirectly concluding on the sp® content [132,142]. This technique is non-destructive and it is
often used for the investigation of a-C coatings. It is based on the inelastic scattering of
photons with molecules or phonons and offers the possibility to determine phase

compositions, bonding types or internal stresses of materials [143].
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Figure 18: (a) Fit of a Raman spectrum of an a-C coating deposited by magnetron sputtering. The
spectrum is fitted using a Gauss function (D-peak) and a Breit-Wigner-Fano function (G-peak) assuming
a linear background (own work). The two different vibrational modes are also schematically displayed
[132]. (b) Three stage model for the qualitative estimation of the microstructure of a-C proposed by

Ferrari and Robertson (modified after [132]).

For the Raman spectroscopic investigation of a-C mainly two observed peaks are of
interest. These peaks correspond to the stretching-vibration of carbon-carbon bonds and to
the breathing of hexagonal carbon rings and are termed the G and D-modes, respectively
[132], see Fig.18a. Figure 18a illustrates the result of a typical Raman measurement for a
Raman shift between 800 and 2000 cm, where these peaks are located. In order to assess
the microstructure, the two peaks are fitted by appropriate mathematical functions.
Frequently employed functions are Gauss, Lorentz and Breit-Wigner-Fano (BWF) peak
functions, but a priori none of these are preferred over the others [132]. Two parameters are
then used to assess the microstructure: The position of the G-mode and the intensity ratio of
the D-peak over the G-peak (/(D)/I(G)). Ferrari and Robertson [132] developed a
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phenomenological three stage model based on these two values, which can be consulted for

the estimation of the coating microstructure. The three stages are [132]:

e Stage 1 from single crystalline to nanocrystalline carbon: At the beginning of

stage 1 single crystalline graphite is present. The breathing is forbidden for
perfect graphite and hence /(D)/I(G) is zero and the G-position is positioned
at approximately 1580 cm™, which is the single graphite Raman mode. The
intensity ratio is inversely proportional to the diameter of graphite clusters,
which is known as Tuinstra-Koenig relationship [144]. Hence, /(D)/I(G) starts
to increase with the introduction of graphitic clusters. The appearance of the
D-peak due to the clusters results in a shift of the G-peak to higher values. At

the end of stage 1 the cluster size is approximately 20 nm.

e Sage 2 from nanocrystalline to amorphous carbon: Defects are progressively

induced in this stage which leads to an amorphization of the coatings. At
cluster sizes below 20 nm, /(D)/I(G) is proportional to the square of the
cluster size, and hence decreases with ongoing amorphization. Some sp3
bonds are introduced but the amount of sp? is still more than 80 %, although
the structure is completely disordered. Sputtered a-C coatings are usually

found to be in stage 2.

e Stage 3 from amorphous carbon to tetrahedral amorphous carbon: In this

stage sp3-bonds are introduced up to a content of ~85 % and the rings present
are gradually transferred to chains. Therefore, no breathing can occur and
I(D)/I(G) is very low, or even zero. The G-position shifts to higher values
which is due to the introduction of olefinic carbon-carbon double bonds (C=C)
by the change from rings to chains. The olefinic double bonds are shorter than
the carbon-carbon single bonds (C-C) and hence have a higher frequency

explaining the higher Raman shift.
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6 Summary and conclusions

When opposing bulk and surface properties are crucial for a certain application, the
deposition of single or multilayer coatings on suitable substrates is inevitable. Due to its
flexibility and the possibility to deposit well-homogenous films, magnetron sputtering is one
of the most widely used deposition techniques for such high-end coating systems. However,
deposition rates are frequently low which results in an only limited efficiency and productivity,
thus restricting its applicability in industry. The present work therefore investigates the
possibility of overcoming this issue by the in principle simple approach of increasing the power
applied to the sputtering target. The influence of the discharge power on the plasma as well
as on the process and resulting coating properties was systematically assessed, in order to
obtain a comprehensive understanding of the correlation between target power and resulting
coatings. It was found that the discharge power has a strong effect on the plasma discharge,

the process and the resulting coating properties.

Plasma

Spatially resolved Langmuir probe measurements were conducted to assess the
influence of the discharge power on the plasma properties during the direct current
magnetron sputtering of titanium in an argon discharge. For this purpose the target power
was varied over one order of magnitude during the measurements. Increasing the target
power resulted in a higher plasma density, electron energy and shielding of the plasma, which
was attributed to the higher discharge current. It was also found, that there is a minimum
power necessary to obtain a stable discharge. At low power values, the electron distribution
as well as floating potential were non-linearly changing, while at high powers the discharge
appeared to be homogenous. Irrespective of the applied power, however, the discharge can
be divided into three distinct zones with characteristic electron distributions (see

publication I).

Process

Two different sputter deposition processes were investigated: the reactive sputtering of
TiNx (x £ 1) coatings deposited at 200 °C and the non-reactive sputter deposition of amorphous
carbon in argon and neon at initially room temperature, i.e. without external heating. Due to
the increased amount of sputtered material at elevated discharge power, the poisoning of the
titanium target is shifted to higher reactive nitrogen gas flow values, which enables the
opportunity to increase the amount of the incorporated nitrogen in the coatings. Thus,

stoichiometric coatings can be deposited at a high deposition rate when the power is raised
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sufficiently. When no external heating is applied, raising the target power leads to a more
pronounced temperature load of the substrate. This in turn results in a lower amount of
incorporated inert gas atoms due to the more pronounced desorption of adsorbed gas atoms.
In all cases, however, a proportional increase of the deposition rate can be observed with

discharge power (see publications Il and Ill).

Coating

Coatings of the two model systems were subsequently deposited and investigated with
respect to their properties. From the presented results it can be concluded that generalizing
the influence of the discharge power on different coating systems with different deposition
parameters is difficult. In the case of TiN deposited at a constant temperature, an increase of
the discharge power has a beneficial influence on the hardness due to the introduction of
residual stresses and grain refinement resulting from the higher deposition rate. The stress of
the amorphous carbon coatings on the other hand, is not altered by an increased deposition
power. However, the increased deposition temperature leads to the growth of the present
graphitic clusters which results in a hardness drop, irrespective of whether argon or neon is
used as process gas, or whether a bias is applied or not (see publications Il and Ill). The residual
stress state, being influenced by the deposition power, was found to be a crucial parameter
in determining the properties of the deposited coatings. In addition to the above mentioned
studies, the limitation of the widely applied wafer curvature method for residual stress

measurement was investigated (see publication IV).
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Abstract

In this paper we report on the spatial distribution of the electron energy probability
function (EEPF) and several plasma properties in a direct current planar magnetron discharge,
and their dependence on the discharge power. Spatially resolved Langmuir probe
measurements were performed in axial and radial direction with respect to the discharge axis
and the discharge power was varied between 300 and 3200 W. Based on the position within
the discharge we found that the central part of the magnetron plasma can be divided into
three zones, each possessing a characteristic shape of the EEPF. The plasma density and
electron energy were found to be highest above the target center and to decrease quickly
with increasing axial and radial distance due to a loss of high-energetic electrons. An increase
of the discharge power led to a linear increase of the plasma density in the whole discharge,
while the influence on the electron energy and the plasma potential was mainly confined to
the discharge center. The floating potential and the EEPF remained unaltered at power levels

of 800 W and above. At a lower power, however, a strongly non-linear behavior was observed,

* Corresponding author:
E-mail address: christian.saringer@unileoben.ac.at
Tel.: +43/3842 402 4239
Fax: +43/3842 402 4202
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leading to the conclusion that a homogenous plasma is only established above a critical power.

Based on the results a schematic model for the motion of the electrons is suggested.

1. Introduction

Magnetron sputtering as a means of depositing (multi-)functional coatings is nowadays
widely used amongst researchers and in industry. It is a plasma-assisted deposition technique
where a solid target is transferred to the vapor phase (i.e. sputtered), by the momentum
transfer from impinging energetic ions that originate from a glow discharge. The thus
generated vapor condenses on surfaces exposed to the discharge consequently forming a film
[1]. The term “magnetron” refers to the installation of magnets behind the target confining
electrons by a magnetic field, which considerably enhances the ionization of the working gas
and thus raises the efficiency of the deposition process [1,2]. Hence, magnetron sputtering
allows the deposition of thin films and coatings at low pressure at an increased deposition
rate compared to the nowadays obsolescent diode sputtering [2]. Although magnetron
sputtering has been subject to much research since its invention at the beginning of the
1970ies, there are still open questions remaining today. Especially phenomena occurring in
the plasma, like the energy input of the particles for instance [3], and their impact on the

coating properties are still not completely understood [4].

One method, that has often been used for the determination of the plasma properties
in a magnetron discharge, is the so-called Langmuir probe [5,6]. Various important properties
can be determined using such probes, e.g. the electron density, plasma and floating potentials
and the electron mean energy. If the right measures are taken it is even possible to determine
the energy distribution of the electrons [7]. Very often these probes have a spatial resolution
or are movable and can hence be used for the determination of the spatial distribution of the
above mentioned parameters. Rossnagel and Kaufmann [8,9] and Petrov et al. [10] performed
pioneering work in the 1980ies and characterized the spatial distribution of the plasma
properties at different discharge conditions and gas pressures. Bingsen and Zhou found that
the characteristics of the plasma in a magnetron discharge do not depend on the target
material [11]. Furthermore, Sheridan et al. [12] observed two-temperature electron energy
distributions in the magnetron discharge with a subsequent investigation of the topic by Field
et al. [4]. More recently, Seo et al. elucidated the influence of the substrate bias on the
electron drift and loss balance of the charged particles in a magnetron discharge by the use of

both, cylindrical and planar spatial Langmuir probes [13].
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Although much work has already been devoted to the investigation of the plasma
properties in magnetron discharges, it is up to now still not thoroughly understood. Especially
the influence of the discharge power on the plasma properties and their spatial distribution
have not yet been sufficiently investigated. The application of higher discharge powers is
desirable in order to achieve higher thin film growth rates, which in turn can improve
productivity of industrial deposition processes. In this work we have therefore used the
Langmuir probe to examine the spatial distribution of the plasma properties in the central part
of a planar magnetron discharge and assessed the influence of the discharge power on their
spatial distribution. In total, the discharge was characterized at 15 measurement positions at
axial distances from a cylindrical planar titanium target between 30 and 72 mm and at radial
distances from the target center between 0 and 72 mm. The influence of the discharge power
was evaluated by stepwise increasing the power from 300 to 3200 W during the probe
measurements. The results presented not only allow conclusions on the spatial distribution of
the plasma properties and the influence of the discharge power, but also on the motion of the

electrons in the discharge.

2. Experimental methods

2.1 Magnetron sputtering system
DC power supply

L N
I I~
Magnetron
Target
A
i £
to pump Lapr:-gr;; L S
4+ ® =2
© i L
Gas ="~ Y =
inlet
Substrate
holder

!

Figure 1: Schematic side view of the magnetron sputtering system used for the Langmuir probe

investigations

The discharge power dependent Langmuir probe investigations were performed in a
custom-made sputter deposition system which is schematically displayed in Fig.1. The system

consists of two connected cylindrical steel chambers where the gas is fed into one chamber
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and the pumps are attached to the other, so that the gas flows through the whole apparatus.
The discharge, however, is confined to only the first chamber (which is depicted in Fig.1)
where an unbalanced magnetron is used as sputtering source. This magnetron is movable
along its axis, thus enabling Langmuir probe measurements at several distances from the
target surface. As target, a pure titanium disc with a diameter of 100 mm and a thickness of
6 mm was used. In order to have a reproducible discharge for all the measurements, a
substrate holder was positioned at 100 mm from the target surface and moved along with the
magnetron to keep a constant target to substrate distance. Prior to igniting the discharge, the
vacuum chamber was pumped down to a base pressure of < 5 - 10”3 Pa using a turbomolecular
pump backed by a membrane pump. The base pressure was monitored with a hot cathode
ion gauge. Argon was then introduced as working gas with a flow of 50 sccm. During the
experiments a throttle valve was used to decrease the pumping speed in order to adjust the
total pressure to 1Pa. A capacitance manometer was used to monitor the pressure.
Subsequently, a discharge was ignited using a SPIK 2000 A MELEC power generator in DC
mode and the target power was set to six different values between 300 and 3200 W, which
resulted in power densities with respect to the target erosion zone between 5.7 and 61 W/cm.
The size of the erosion zone was determined by measuring the width of the erosion track with
a sliding caliper. Figure 2 shows the discharge voltage and current density as a function of the
discharge power. The substrate holder was electrically insulated from the grounded chamber
walls, thus gaining a floating potential, which is also displayed as a function of the discharge

power in Fig.2.
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Figure 2: Discharge voltage, discharge current and floating potential as a function of the discharge

power.
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Figure 3 shows the magnetic field configuration of the unbalanced magnetron as
measured by a Hall probe. The magnetic field in both, axial and radial direction, is strongest
close to the target surface where the maximum axial field is almost 80 mT in the target center.
The maximum radial field, however, is somewhat smaller (~37 mT) and occurs at a radial
distance of 20 mm. The radial and axial fields strongly decrease with distance from target until
they eventually become 0 and ~-2 mT, respectively. The insert in Fig.3 qualitatively
demonstrates the direction of the magnetic field. It shows that the magnetron is a typical
type 2 unbalanced magnetron, where the outer magnets are stronger than the center magnet
[14,15]. The maximum target erosion due to the electron confinement caused by the magnetic

field was observed at a radial distance of 36 mm.

80 (a) ‘Radial distance ‘ N
[mm]

60 —o— 0 ——20 ——40 —>—60 |
— |[g3| o010 -v-30 <50 070
E. 40 Aﬁ’

o
D 20 ~2mT |
< 0 - l
<
<C =
RS i N ARV
e
-40 -« E, 801
Q ¥ 10X 4% xy X
I 601 ld s
o o el g
L 401] NN v
— 60 T ]l = 17 4
= s of 75V P &
S = 211 7 =3 g 7z
= 40 < |72z 172Z%
o A ol 7 7 N 7
D 5 §é 0 20 40 60
= N Radial distance [mm
C_U ‘Si;'"é—,~ A PPN Py [ ]
5 0 2 A==
I_2O 0/
>
-40
0 20 40 60 80 100

Axial distance [mm]

Figure 3: Magnetic field in (a) axial and (b) radial directions as a function of the axial and radial
distances from the center of the target surface. The small insert qualitatively gives the direction of the
magnetic field lines. The crosses (x) indicate the positions where Langmuir probe measurements were

performed (see also Fig.4).
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2.2 Langmuir probe measurements

The spatially resolved Langmuir probe investigations were carried out using an ALP
system from IMPEDANS. It was operated with two cylindrical tungsten tips at a distance of
approximately 3 mm from each other. Both tips were 12 mm in length and had a radius of
0.2 mm. During the measurements one of the two probe tips was used as reference probe
accounting for possible plasma potential fluctuations. Measurements were performed at
three different axial distances from the target surface (30 mm, 50 mm and 72 mm) and five
different radial distances (see Fig.4). Starting from the target center (0 mm) every 18 mm one
measurement was performed up to a maximum distance of 72 mm, resulting in a total of 15
different measurement positions. At each position 500 voltage runs from -50 to +15 V were
performed and averaged to obtain one probe characteristic. Prior to each set of runs the probe

surface was cleaned for 5 s by ion etching. For this purpose -150 V was applied to the probe

tips.
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Figure 4: Schematic of the magnetron discharge. The crosses (x) indicate the locations where

Langmuir probe measurements were conducted.
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2.3. Langmuir probe evaluation procedure

The probe characteristics were analyzed by means of the so-called Druyvesteyn
procedure [16—18]. This technique is based on the derivation of the electron energy
distribution function (EEDF) from the second derivative of the measured current-voltage-
characteristic. According to this procedure the EEDF, f(E), with the energy E'in electron volts

can be written as [17-19]

2me |2e (Vyp—=V) dil
f(E)=f(sz—V)=eA/ o (1)

where me is the electron mass, e is the elementary charge, 4 is the probe surface, / is the

probe current, Vis the probe voltage and Vs is the plasma potential. The plasma potential
was determined from the zero-crossing of the second derivative [16,20]. The difference
between plasma and probe potential I5-Vis equal to the energy of the electrons at potential
Vgiven in the unit of electron volts (eV). Instead of the EEDF, the electron energy probability
function (EEPF), g(£), is also frequently found in literature for the presentation of the electron
distribution and is also used here. EEDF and EEPF are, however, closely related via the
following relationship [17,20]

_ fE
g(E) = T (2)

The measured EEPF can be fitted using the following function [21]:
g(E) = aexp(=b E*), (3)

where a, b and x are constants. The so-called Maxwellian and Druyvesteynian EEPFs are
special cases with x=1 and x = 2, respectively [18,21]. Another special case which is often
encountered in magnetron sputtering discharges is the so called Bi-Maxwellian distribution

function, with two Maxwellian groups of electrons. In this case the EEPF becomes

&(E) = g1(E) + g2(E) (4)

where x7 = x2= 1. In real-life magnetron sputtering plasmas, however, these ideal EEPFs are
often not present and the exponents x, x7 and xz range from 1 to 2. Figure 5 shows three
measured EEPFs with the above mentioned fits. Although the simulated curves strongly
resemble the measured ones, some deviation can be observed which is owing to fitting

exponents deviating from the ideal values.
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Figure 5: Fit of the EEPF of the measurements at a radial distance of 0 mm (a), 36 mm (b) and
72 mm (c), respectively, recorded at 50 mm from the target surface and at a discharge power of

2000 W. The EEPF was normalized to the electron density.

From the known EEDF the electron density ne can be calculated by integrating over all

energies [17,18]
ne = [ f(E)dE . (4)

From the known EEDF and electron density the average electron energy £ can be calculated

as

E

—Jy Ef(E) dE. (5)

In analogy to the Maxwellian energy distribution, where the electron temperature 7eis 2/3 of
the mean electron energy, an effective electron temperature Tees can be defined as a
measure for the kinetic energy of electrons having an arbitrary, isotropic distribution function,

i.e. for electrons not having a Maxwellian EEDF [18]:

2 =
Teerr = EE- (6)
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The floating potential Vzwas found directly from the I-V characteristic as the potential

where the current equals zero.

A Savitzky-Golay filter [22] employing polynomials of second order was applied to
smoothen the probe characteristics prior to performing the analysis explained above. This is
necessary because by numerically deriving the probe characteristic, the noise originating from
the plasma is amplified [20]. Thus, a smoothing procedure needs to be performed to obtain
evaluable results [23]. The number of points used for fitting (i.e. the size of the fitting window)
was chosen in order to obtain best smoothing at minimum distortion of the maximum of the
second derivative. The number of points used as a function of the radial distance is displayed
in table 1.

Table 1: Number of points used for the Savitzky-Golay smoothing of the probe characteristics.

Radial distance
0O 18 36 54 72
[mm]

Number of points
21 21 31 11 11
used for fitting

In order to determine, whether a correction of the Langmuir probe measurements due
to the magnetic field needed to be performed or not, a mean electron gyration radius p was
calculated using the following equation [24]

_ M UT _ V2ZmeTeerr
p_ e|§| - €|§| ’ (7)

where U7 is the mean thermal velocity of the electrons and |§| is the absolute value of the
magnetic field. Since the magnetic field at the measurement positions was quite low
(< 10 mT), the calculated mean gyration radii were in all cases larger than the probe radius

and hence no corrections for the magnetic field needed to be performed [16,25].
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3. Results

3.1 Spatial distribution of the electron energy probability function
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Figure 6: The EEPF as a function of the axial and radial distances at a discharge power of 2000 W.

The EEPF was normalized to the electron density.

Figure 6 shows the spatial distribution of the normalized EEPF measured at a constant
discharge power of 2000 W. The shape of the EEPF is apparently strongly dependent on the
position within the discharge. Based on the observed EEPF, the discharge can be divided into
different zones. At the axial distances of 50 and 72 mm from the target surface, three distinct
zones as a function of the radial distance can be observed. Zone 1 is directly above the target
center (radial distance 0 to 18 mm) where the shape of the EEPF is strongly Druyvesteyn-like
(compare also the fit in Fig.5a). The energy range of the electrons spans from lower energies
to higher energies exceeding 15 eV. Moving farther away from the center, the shape of the
EEPF indicates a depletion of the high-energetic electrons. This depletion of electrons with a
high energy results in a typical two-group-EEPF, similar to a bi-Maxwellian shape (see Fig.5b)
at a radial distance of 36 mm, i.e. directly above the zone of maximum target erosion. This

zone 2 can be seen as a transition zone between zone 1 and zone 3 (radial distance > 54 mm),
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where the EEPF is Maxwellian-like (Fig.5c). Only electrons with very low energy < 4 eV are
present in zone 3. Closer to the target, i.e. at 30 mm from the target surface, the transition

region apparently vanishes and only the zones 1 and 3 were observed.
In general, two major trends can be observed from the spatially resolved EEPF:

1. W.ith increasing radial distance a depletion of high energy electrons takes place,
which leads to a change of the shape of the EEPF from Druyvesteyn-like to
Maxwellian-like (Figs.6f-j). Similar trends were observed by Sheridan et al. [26]
and Seo et al. [13,27].

2. Above the region of maximum target erosion (radial distance 36 mm) the EEPF
changes from a two-temperature-EEPF to Druyvesteyn-like with decreasing axial
distance, i.e. closer to the target surface more high-energetic electrons are found
(Figs.4 h and m).

The second trend is in accordance to Sheridan et al. who reported a plasma with a single
hot electron component close to the target [12]. With increasing target distance they noticed
a change to a bi-Maxwellian plasma with a hot and cold electron component. The same trend
can also be recognized in the current work when comparing Fig.6b and Fig.6g. The EEPF in
Fig.6b is not purely Druyvesteynian and some minor “peak” of the EEPF can be observed at

approximately 2 eV which is not present in Fig.6g.

Figure 7 shows the influence of the discharge power on the shape of the EEPF. The
curves were taken at an axial distance of 50 mm, with each graph representing a typical EEPF
for the three encountered zones. Furthermore, the energies for the most important inelastic
collisions are indicated [28]. At first glance the discharge power does not seem to have a large
influence on the shape of the EEPF. Essentially, the EEPF stays Druyvesteynian-like,
Maxwellian-like or bi-Maxwellian-like depending solely on the position in the discharge and
simply the number of electrons is rising with power. However, if taking a closer look at Fig.7b
and c (zones 2 and 3), where the EEPFs are (bi-)Maxwellian-like, one can see that the EEPF is
changing nonlinearly between 300 and 800 W. In both zones, the density of higher energetic
electrons decreases while the low energy electrons increase. At powers exceeding 800 W, the
EEPF is stabilized and the increase is linear with power. In zone 1 (Fig.7a) mainly the proportion
of the high-energetic electrons is increasing while the proportion of the low-energetic

electrons decreases with power.
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Figure 7: Influence of the discharge power on the EEPF for zone 1 (a), zone 2 (b) and zone 3 (c). The
EEPF was normalized to the electron density. The discharge power was 2000 W. The distance from the
target surface was 50 mm. The ionisation energies of argon Efa" and titanium EL’, the minimum

energy necessary to excite argon from the ground state Ef;f and the energy range for the most

important transitions from metastable states of argon E¢¢ and the excitation energies of titanium

ET%. are also indicated.

3.2 Spatial distribution of plasma properties

The change of the electron density within the discharge at different power levels is
summarized in Fig.8. Depending on the position within the discharge and the discharge power,
density values between ~10'°> and 107 m were encountered, which are typical plasma
density values for an argon magnetron discharge [9,10,29]. For all investigated discharge
powers, the electron density was found to be highest above the target center (radial distance
< 18 mm) and to decrease strongly with increasing radial distance. In all cases, the values at
the edge of the discharge are approximately one order of magnitude lower than in the center.
The densest plasma is not formed above the point of maximum target erosion (radial distance
36 mm) but at about 18 mm. The change of the electron density with increasing distance from

the target surface, however, is less pronounced. Only a small decrease can be detected above
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the target center, where the discharge is mainly confined. An increase of the discharge power

results in an increase of the electron density which is roughly linear being a result of the higher

current that is present at higher power levels [9,11,30]. As the power was raised from 300 to

3200 W, i.e. by a factor of 10, the electron density increased by almost one order of magnitude

homogeneously over the investigated area, as well.
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Figure 8: Color mappings representing the spatial distribution of the electron density at different

discharge powers. The electron density is presented as the common logarithm of its value. The

measurement points were interpolated using a multiquadric interpolation.

As shown in Fig.9, the three zones observed for the shape of the EEPF (Fig.6) can also be

recognized from the spatial distribution of the effective electron temperature at discharge
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powers exceeding 800 W. It can be seen that the more energetic electrons are found above
the target center and close to the target surface, where the EEPF was found to be mainly
Druyvesteynian-like. The effective electron temperature there is high (= 3 eV). With
increasing distance from the target the electron temperature decreases. At the edge of the
discharge (Maxwellian-like EEPF, radial distance = 54 mm), the electron temperature is low
(7eer< 1 eV) and constant for all axial distances. In between there is the bi-Maxwellian-like
transition zone, where the electron temperature rapidly decreases from above 3 to below
1 eV. Similar spatial trends have already been reported in literature for other magnetron
discharges [4,9,10,26].
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Figure 9: Color mappings representing the spatial distribution of the effective electron temperature
at different discharge powers. The measurement points were interpolated using a multiquadric

interpolation.
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The overall effect of a higher discharge power is mainly an increase of the electron
temperature in the center of the discharge, see Fig.9 b-f. At 800 W the maximum effective
electron temperature in the volume examined is approximately 3 eV and increases to 4 eV at
3200 W. At a radial distance exceeding 40 mm, the electron temperature is mainly unaffected.
This change is also reflected by the shape of the EEPF (compare Fig.7). At the edge of the
discharge the EEPF is simply increasing linearly with power and the effective electron
temperature is unaffected. In the center, however, it was found that mainly the density of the
high-energetic electrons increases when the power is raised above 1400 W, hence elevating

the effective electron temperature. From 300 to 800 W, on the other hand, a different trend
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Figure 10: Color mappings representing the spatial distribution of the floating potential at different

discharge powers. The measurement points were interpolated using a multiquadric interpolation.
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is observed. At 300 W a zone with highly energetic electrons can be detected, which vanishes
at 800 W. This can also be explained by the change of the EEPF from 300 to 800 W (again
compare Fig.7). Wu et al. have also found a decrease of the electron temperature at discharge
powers below 2000 W for their sputtering system, which changed to an increase at elevated

powers [30]. However, they have not given a clear explanation on this.
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Figure 11: Color mappings representing the spatial distribution of the plasma potential at different

discharge powers. The measurement points were interpolated using a multiquadric interpolation.

The spatial distributions of floating and plasma potential are shown in Figs.10 and 11,
respectively. Evidently both potentials are most negative above the target center and close to
the target surface (Vg=-12 V, Vpr= -4 V). With radial and axial distance they increase to more
positive values. Above the target center, the floating potential is generally strongly negative

and only a small increase with axial distance can be found. The increase, however, is much
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stronger with radial distance and the floating potential becomes even slightly positive with
respect to the chamber wall when the radial distance is larger than 54 mm, i.e. in zone 3. The
plasma potential shows a similar trend, however, a stronger increase with axial distance can
be detected in the discharge center. Although, the plasma potential is usually the most
positive potential in a dc glow discharge [31], negative plasma potential values are frequently
observed in magnetron discharges, especially at distances closer to the target surface
[12,13,27,32,33]. The distribution of the plasma potential presented here is consistent with
the results of Goeckner et al., who reported the negative plasma potential to be a

consequence of the cathode pre-sheath [34].

While the spatial distributions of floating and plasma potential are quite similar, the
effect of the discharge power is different. Fig.10 shows that the floating potential is hardly
influenced by the discharge power. From 800 to 3200 W the values as well as the shape of the
contour lines remain largely unaltered. A major change with discharge power can only be seen
at the lowest power densities, i.e. when comparing the graphs for 300 and 800 W. At 300 W
a negative floating potential can be detected not only above the target center, but also at
larger radial distances at 72 mm from the target surface. When increasing the discharge power
to 800 W, a positive floating potential evolves at this point and an increase of the power does
not have any further influence on the floating potential. A similar non-linear behavior is
observed for the floating potential gathered by the substrate holder (Fig.2). Below 800 W,
there is an increase of the substrate holder from -16 to -14 V, above which the floating

potential slightly decreases again to -15 V.

In contrast to the floating potential, which is not influenced by the discharge power, the
plasma potential shows a clear increase with power above the target center (zone 1) and also
some minor increase at the edge of the discharge (zone 3). While at 300 W, the minimum
plasma potential is < -4 V above the center, it increases to approximately -2 V at 2600 W. From

2600 to 3200 W a decrease of the minimum plasma potential can be seen.

4. Discussion

4.1 Spatial distribution of the plasma properties

The presented Langmuir probe results are by trend largely in agreement with those
reported by other researchers [4,8,11,13,27]. As expected, the plasma in the central part of
the magnetron discharge is inhomogeneous. However, according to the obtained results the

discharge can be divided into three zones, which are characterized by specific EEPFs and
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plasma properties. Furthermore, the results allow conclusions on the electron transport
within the discharge. Figure 12 presents a schematic model of the discharge summarizing the
main spatial trends encountered. In the following section the discharge will be discussed in

detail.
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Figure 12: Schematic model for the spatial structure of the plasma and electron transport in a DC
planar magnetron discharge with floating substrate. The blue colour is indicative for the visually
observed glow of the discharge. D, b-M and M indicate the shape of the EEPF in the respective zones
to be Druyvesteynian-like, bi-Maxwellian-like and Maxwellian-like, respectively. The arrows indicate
the direction of the electron motion with their size qualitatively representing the amount of drifting

electrons. EFand Bare the electrical and magnetic field, respectively.

The principle of magnetron sputtering is based on the confinement of electrons close to
the target surface by a magnetic field [31]. This enhances the ionization of the working gas
and the sputtered material in that region and leads to the usually recognized inhomogeneous
erosion of the target in the planar configuration. The confinement of the electrons is strongest
in the region where the electric field £and the magnetic field Bare oriented orthogonally with
respect to each other, which is also the region where the ExB drift is most pronounced. This
leads to the situation that electrons preferentially escape in directions other than along the
target surface normal, i.e. in the direction of the electric field [27,31]. The electrons escaping
the drift region then follow the magnetic field lines, which are directed towards the center of
the discharge. Hence, the electrons from the total target surface are concentrated above the

target center and the highest electron density is found in zone 1 and not above the point of

Page 63



C. Saringer Dissertation Publication |

maximum target erosion, where the amount of titanium atoms is highest in the plasma (radial
distance 36 mm). Additionally, the electrons obviously exhibit a comparatively high energy in
the center, reflected by the elevated effective temperature. However, according to our
measurements (Fig.7a) only a small amount of electrons has an energy exceeding the first
ionization energy of argon (15.76 eV [35]). Consequently, ion generation can only take place
in a region closer to the target, where the electrons have sufficient energy. The minimum
energy necessary for argon excitation from the ground state is considerably lower (11.55 eV
[28]) and excitation from the ground state takes place in zone 1. Furthermore, two step
excitation mechanisms are possible, which need a noticeably lower electron energy
(approximately 2-3 eV [28]) when the argon atom is already in an excited state. As a
consequence, the visually observed glow indicated in Fig.11 is strongest above the target
center. Also, the ionization and excitation energies of titanium are comparatively low (6.83 eV
for the ionization of titanium [35]). Thus inelastic collisions with titanium play a considerable
role as well, especially at elevated powers, since at higher powers more atoms are sputtered
from the target. Resulting from the concentration of electrons escaping the magnetic trap and
the inelastic collisions with atoms and ions, a non-equilibrium Druyvesteyn-like electron

distribution is present in zone 1.

From zone 1 the electrons drift away following the increasing plasma potential in both
axial and radial direction and the loss of the electrons in the radial direction leads to a decrease
of the plasma density along the discharge axis in zone 1. The high-energetic electrons have
sufficient energy to overcome the potential barrier between plasma and chamber
wall/substrate. Thus, since the mean free path for electrons is comparatively high (~ 10 cm
[1]) these high-energetic electrons are lost, while the low-energetic electrons are confined in
the discharge [27]. This causes a decrease in the number of electrons with energies exceeding
approximately 5 eV and results in an EEPF with two groups of electrons in zone 2 [12,27].
Consequently, the effective electron temperature rapidly drops in this zone. Due to the fact,
that high-energetic electrons are lost, metastable argon atoms become less abundant as well
and inelastic collisions are less likely. Furthermore, the density of sputtered titanium atoms is
comparatively low at the edge of the discharge. Thus, electron-electron collisions become
predominant and the EEPF evolves towards a more equilibrium distribution. Finally, at the
edge of the discharge in zone 3 only low-energetic electrons are present. As light electrons
and heavy atoms exhibit a great difference in mass, the elastic energy exchange between them
is practically non-existing [31] and electrons can only exchange energy among themselves.

Thermalized in this way, the electrons evolve towards the equilibrium Maxwellian EEPF.
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4.2 Influence of discharge power

According to the obtained results, two power ranges can be differentiated, a low power
range below 800 W and a high power range above 800 W. When the discharge power was
increased from 300 to 800 W, some plasma properties showed a strongly non-linear behavior.
More specifically, the floating potential was strongly negative at large distances from the
target (> 60 mm) at 300 W and increased to a constant value at discharge powers higher than
800 W. Also, in zone 1 a high effective electron temperature of >4 eV could be found at 300 W
which diminished at 800 W. This high electron temperature is due to the non-linear change of
the shape of the EEPF from 300 to 800 W displayed in Fig.6. The reason for this behavior at
the lower discharge power is most probably the gas rarefaction in front of the target, or
“sputtering wind” first described by Hoffman [36]. The decrease of pressure in front of the
target due to this gas rarefaction is strongest at lower discharge currents. When the current
is increased, however, the pressure change due to the gas rarefaction is not pronounced [37].
Since at lower power the electron density is quite low, the high-energetic electrons can escape
the trap into the discharge without experiencing too many collisions with other electrons.
When the power however is increased, the pressure in front of the target is not changing any
more while the electron density keeps increasing. Consequently the high-energetic electrons
suffer from increasing collisions on their way to the anode and the shape of the EEPF changes.
This can be best seen in Fig.6b, when comparing the curves for 300 and 800 W. There, the

number of high-energetic electrons decreases, while the low-energetic electrons accumulate.

Above 800 W the influence of the discharge power is mainly confined to zone 1 and at
radial distances exceeding 36 mm only a small increase of the plasma potential can be
observed. Above the target center, however, both, the plasma potential and the effective
electron temperature, increase. The higher effective electron temperature can be connected
to the increased target voltage at elevated power: When the voltage is rising, the secondary
electrons generated at the target surface gain a higher energy when being accelerated
through the cathode fall. However, the electrons suffer from collisions, both elastic and
inelastic, quickly distributing their energy. Thus the average electron temperature rises only

in zone 1 and the effective electron temperature is not affected at the edge of the discharge.
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Figure 13: Color mappings representing the spatial distribution of the Debye length calculated using
equation 8 at different discharge powers. The measurement points were interpolated using a

multiquadric interpolation.

In order to discuss the increasing plasma potential it is useful to evaluate the Debye
length Ap, which is a parameter describing the shielding of the plasma. Ap can be calculated

using the following equation [31]

1

Ap = (k €0 Te)E’ (8)

ezn,

with k being the Boltzmann constant and o being the permittivity of vacuum. The lower Ap,

the smaller is the range of a disturbance within the plasma, like the disturbances caused by
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the chamber walls or the cathode for instance. The sheath, that is established when the
plasma is in contact to an object, usually has a dimension of some Ap, while the pre-sheath
extends much farther into the discharge [38]. The spatial distribution of Ap calculated by
equation 8 is displayed in Fig.13. As a rough approximation 7eerrwas used for the calculation
instead of 7e. While the electron density in zone 1 increases by a factor of around 3 when the

power is raised from 800 to 3200 W, the maximum effective electron temperature increases

only slightly (from ~ 3 to 4 eV). Thus, Ap decreases from approximately 80 to less than 40 um
with power and consequently the shielding is more effective. The cathode sheath and pre-
sheath contract, leading to an elevated plasma potential in the center. This reduced sheath
thickness with increasing target voltage/current has also been reported by Rossnagel and
Kaufman [8,9]. From the spatial distribution of Ap zone 2, i.e. the zone where the high-
energetic electrons are lost, can clearly be recognized as a zone of low shielding and Ap is
consequently highest. In zone 3 a high shielding is again predominant, however, contrary to
zone 1 where the small Ap was caused by a high plasma density, the high shielding in zone 3 is

a result of the low effective electron temperature.

5. Conclusions

A Langmuir probe was used to investigate the spatial distribution of the plasma
properties and electron transport in the central part of a planar magnetron discharge at
discharge powers between 300 and 3200 W. The obtained probe characteristics were
analyzed by the Druyvesteyn procedure in order to determine the electron energy probability
function (EEPF) as well as plasma density and potential, the floating potential and the effective
electron temperature. Based on these measurements we found that the central region of a
magnetron discharge can be divided into three distinct zones with respect to the radial
distance from the discharge axis. In zone 1, situated above the target center, the electron
density was highest and the electrons exhibited a non-equilibrium EEPF, which could be
attributed to the electrons escaping the magnetic trap in front of the target and excitation and
ionization processes. High-energetic electrons have sufficient energy to overcome the
potential barrier close to the chamber walls and are hence easily lost, which resulted in a bi-
Maxwellian EEPF in the intermediate zone 2. This electron loss was concomitant with a
decrease of the effective electron temperature. At the edge of the discharge (zone 3), only
low-energetic electrons with an equilibrium Maxwellian EEPF were present. Hence, it can be
concluded that inelastic electron scattering processes predominantly take place in zone 1.

However, only few electrons have an energy exceeding the ionization potential of argon from
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the ground state and the predominant type of inelastic collisions is one and two-step

excitation of argon.

While the EEPF and the floating potential were practically unaffected by an increase of
the discharge power, both the electron density and plasma potential rose with power. This
behavior could be attributed to the higher discharge current that needs to be carried by the
plasma at higher power and a more efficient plasma shielding. Due to this increased shielding
of the plasma, the cathode pre-sheath was found to contract with increasing power. At the
lowest power, however, non-linear trends were observed: EEPF, floating potential and
electron temperature showed a strongly irregular behavior when the power was increased
from 300 to 800 W. This was attributed to the decrease of pressure due to the sputtering
wind, which saturates at higher discharge powers. These results therefore indicate, that in
order to establish a stable plasma a minimum power is required, which was between 300 and

800 W in the present case.
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Abstract

Reactive magnetron sputtering is a well-established technique for the deposition of
high quality functional compound coatings. However, avoiding the undesired hysteresis effect
that occurs when the metal target becomes covered by a compound layer at a certain reactive
gas flow or partial pressure, typically referred to as target poisoning, is still an intense field of
research. In the current work, the effect of the discharge power on target poisoning and
coating structure and properties was assessed by determining the hysteresis and by
characterizing the sputter-deposited TiNx coatings, where x < 1. With increasing discharge
power, the hysteresis was shifted to higher N, gas flow values. In metallic mode, the increase
in discharge power enabled therefore the incorporation of high nitrogen fractions in the TiNy
coatings at stable discharge conditions and high deposition rates. In poisoned mode, all
coatings were stoichiometric, but the deposition rates were lower by a factor of 1/3.
Regardless of the deposition mode, grain refinement and high stresses generated due to the
increase of deposition rate at elevated deposition power increased the hardness and elastic
modulus of the deposited TiNx coatings. At a power density of 34 W/cm? the hysteresis was
largely eliminated and a deposition rate of 0.15 um/min for stoichiometric TiNx with high

hardness of up to ~30 GPa could be achieved. The results presented in this paper demonstrate
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E-mail address: christian.saringer@unileoben.ac.at
Tel.: +43/3842 402 4239
Fax: +43/3842 402 4202

Page 72



C. Saringer Dissertation Publication Il

that increasing the discharge power density facilitates the deposition of stoichiometric TiN by

operating in the metal/transition mode.

1. Introduction

Direct current (DC) reactive magnetron sputter deposition (MSD), which can be defined
as the synthesis of compound coatings by the DC sputtering of a metallic target in a chemically
reactive atmosphere [1-3], is a method that is widely applied for the deposition of functional
films such as hard coatings [3,4], conductive and non-conductive oxide layers [4] and diffusion
barriers in microelectronics [5]. DC reactive MSD as a means of depositing compounds has
many advantages compared to the sputtering of a compound target, e.g., increased
deposition rate, adjustability of the chemical composition and absence of expensive radio
frequency equipment in case of insulating materials [1,6]. However, one major issue needs to
be considered which is the covering of the metal target by a compound layer at increased

reactive gas flows, commonly referred to as “target poisoning” [1].

This poisoning effect usually takes place abruptly at a certain reactive gas flow and leads
to a considerable change of the process conditions. One detrimental consequence is a large
drop of the deposition rate which scales with a factor of approximately 3 - 4 in the case of
nitrides and 10 - 15 in the case of oxides [2]. In order to “de-poison” or “recover” the target
and to again obtain a high deposition rate after poisoning, the reactive gas flow needs to be
reduced. When the target is in the “unpoisoned” (typically referred to as metallic) state,
however, it is usually difficult to deposit compound coatings with the desired stoichiometric
chemical composition [1]. Moreover, poisoning and de-poisoning do not occur at the same
reactive gas flow which results in the well-known hysteresis behavior [7-9]. In the hysteresis
region between poisoning and de-poisoning the discharge is unstable and time-dependent.
Since synthesizing coatings exactly in this unstable transition region would be desirable as a
stoichiometric coating composition could be achieved at high deposition rates [1], much
attention has been paid in order to avoid the target from poisoning and to eliminate the
hysteresis effect. Several approaches have been suggested and implemented including
extensive reactive gas pressure/flow control by optical emission or voltage monitoring
[1,3,10], increasing the inert gas partial pressure [11], decreasing the target erosion area
below a critical value [12], increasing the target to substrate distance [13], localized gas
addition [8,14], increase of the pumping speed [1,8], use of substoichiometric targets instead

of purely metallic targets [15] and use of a so called “baffled target”, where the target is
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covered with a box having a small aperture through which the sputtered material is

transferred to the substrate [16].

Although there is a vast literature on reactive MSD, only few reports can be found on
the impact of the discharge power on target poisoning and hysteresis of DC reactive MSD
[8,9,17]. In the case of a high power impulse magnetron sputtering (HiPIMS), however, it has
been found that the increased discharge power density during the pulse-on time leads to an
elimination of the hysteresis effect due to a stabilization of the transition mode [18-20].
Within this paper, we studied the target poisoning and hysteresis in DC reactive MSD of TiN
as a function of the discharge power (frequently also referred to as target power). Further, we
discuss the potential of overcoming the decreased deposition rate due to target poisoning by
increasing the discharge power during reactive MSD as well as the possibility of depositing in
the transition mode at high discharge power. In the current work, a Ti target was sputtered in
areactive Ar/N; atmosphere and the target voltage was measured as a function of the reactive
N; gas flow at different discharge power levels. To investigate the influence of the discharge
power on the coating properties, TiNx (x < 1) coatings were synthesized at N2 flows below the
poisoning of the target (metallic mode) and at N, flows above the transition (poisoned mode).
The resulting coating properties were consequently correlated with the conditions during the

deposition process.

2. Experimental methods

2.1 Discharge analysis and coating deposition

In order to investigate the influence of the discharge power on target poisoning,
hysteresis experiments [21] at discharge power densities ranging from 4.4 to 34 W/cm?
(calculated with respect to the size of the racetrack resulting from target erosion) were
performed on a lab-scale magnetron sputter deposition system, described in detail elsewhere
[22,23]. The magnetron was equipped with a planar circular Ti target with a diameter of
150 mm and a purity of no less than 99.995 %. During each hysteresis experiment, the
discharge was regulated on constant power and the target voltage was monitored as a
function of the reactive N gas flow. Starting at 0 sccm, the N; gas flow was gradually increased
in steps of 0.5 sccm, while discharge power and Ar flow were kept constant. The Ar flow was
fixed at 50 sccm, if not stated otherwise, which resulted in an Ar partial pressure of ~1.0 Pa.
Applying this procedure, the poisoning of the target can be recognized by a sudden and

pronounced voltage change usually occurring within a small region of reactive N; gas flow
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[1,21,24]. After the N flow was increased to a value well above the necessary flow for target
poisoning, it was subsequently stepwise decreased to 0 sccm. The removal of the compound
layer from the target surface at decreasing reactive N gas flows is associated with a recovery
of the cathode voltage to a value before target poisoning. This usually occurs at a lower
reactive N2 gas flow than during poisoning, i.e. the formation of the compound layer and,

consequently, the hysteresis behavior can be investigated.

For the synthesis of the Ti and TiNx coatings the same system was used. Prior to the
deposition, a 30 min chamber baking at 400 °C and evacuation to a residual gas pressure of
2-1073 Pa were conducted, after which the temperature of the substrate holder was reduced
to the actual deposition temperature of 200 °C. A 10 min target cleaning (target current: 1.5 A,
Ar flow: 15 sccm) and a 20 min substrate ion etching process (bias voltage: -1250 V, substrate
current: 20 mA) were performed after which an Ar gas flow of 50 sccm was introduced to the
chamber. The coatings were then synthesized at different discharge power densities from 4.4
to 34 W/cm?2. N, was added with gas flows necessary for the deposition in the desired
operational mode (non-reactive as well as reactive in metallic and poisoned mode; see also
Fig.2a). The deposition time was varied between 8 and 180 min in order to obtain coatings
with a thickness of about 2.0 + 0.5 um. Single crystalline silicon wafers with a (100) orientation
were used as substrates. They had a thickness of 380 um, were cut to a size of
6.5 mm x 20.5 mm and were positioned at a distance of ~75 mm to the target. A bias voltage

of -40 V was applied to the substrate holder during all deposition runs.

2.2 Coating characterization

The microstructure of the coatings was investigated by X-ray diffraction (XRD) employing
a Bruker AXS D8 Advance diffractometer with Cu-K, radiation. The specimens were measured
with parallel beam optics in 8-28 configuration within a 20 angle range from 20 to 65° and an
increment speed of 1 °/min. The resulting patterns were compared with the corresponding
powder diffraction files published by the International Centre for Diffraction Data for Ti [25]
and TiN [26], respectively.

The scanning electron microscope (SEM) images of the coating cross sections were
recorded with a Zeiss Evo 50, which was equipped with an Oxford Instruments INCA DryCool
energy dispersive X-ray (EDX) detector. This detector was used to determine the chemical
composition of the coatings. A nitrogen content of less than 15 % could not be resolved by

EDX due to the overlap of the titanium and nitrogen peaks in the spectrum. The coating
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thickness was obtained from the secondary electron images and the deposition rate was

calculated by dividing the coating thickness by the corresponding deposition time.

The room temperature residual stress of the coatings was determined by means of the
substrate curvature technique using a custom-built device, described in detail elsewhere [27].
This device measures the curvature of the coated samples utilizing the reflection of two
parallel laser beams, which is converted to the residual stress by the modified Stoney equation

[28]. For each coating a number of four samples was investigated.

Elastic modulus as well as hardness were determined by means of nanoindentation
employing a UMIS nanoindenter by Fischer-Cripps Laboratories equipped with a Berkovich
diamond tip. For each coating a series of 20 measurements at different loads varying from
2 to 15 mN was conducted. The maximum load of 15 mN was chosen in order to ensure that
the maximum indentation depth was below 10 % of the coating thickness in order to minimize
the substrate influence. The resulting load-displacement curves were analyzed using the
Oliver and Pharr method [29].

3. Results and discussion

3.1 Target poisoning and hysteresis effect

3.1.1 Influence of pumping speed and inert gas pressure

Figure 1a shows the results of three hysteresis experiments performed at different
pumping speeds and Ar partial pressures at a constant discharge power density of 10 W/cm?.
The pumping speed was calculated by dividing the Ar mass flow injected into the chamber by
the resulting Ar partial pressure determined with a hot-cathode ion pressure gauge without
reactive N; gas flow. The pumping speed was varied by changing the rotation frequency of the
turbomolecular pump from 1000 to 650 Hz, which resulted in pumping speeds of 83 and 50 I/s,
respectively. In all three cases presented in Fig.1a, the typical hysteresis behavior can be
noticed which is attributed to poisoning and de-poisoning of the target [1,8]. A comparison of
the curves at the low pumping speed of 50 I/s indicates that the N, gas flow for transition from
metallic to poisoned mode is not influenced by the Ar partial pressure. However, a clear effect

on the width of the hysteresis is evident. Basically, there are two main contributions to target
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Figure 1: (a) Target voltage as a function of the N3 gas flow at different pumping speeds (50 and
83 1/s) and pressures (Ar gas flow in sccm and partial pressure in Pa at 0 sccm N flow are also given in
the figure). The closed symbols refer to increasing N, flow, while the open symbols refer to decreasing
N, flow. (b) Target voltage as a function of power density in non-reactive Ar atmosphere. (c)
Normalized target voltage as a function of the N gas flow at different power densities. The target

voltage was normalized using the respective voltage values shown in (b).

poisoning, i.e. chemisorption and reactive ion implantation [8]. Chemisorption is solely
dependent on the absolute reactive gas pressure which is not influenced by the Ar partial
pressure. However, when the Ar partial pressure is increased, the mole fraction N3 in the gas
is reduced and the amount of nitrogen that is implanted into the target is decreased [8]. This
is due to a larger amount of non-reactive Ar ions available in the plasma to remove the target
surface. This lowers the concentration of ions implanted and consequently leads to the

narrower hysteresis.

The effect of the pumping speed on the hysteresis width is more pronounced, as
exemplified by the two curves at the same Ar partial pressure of 1.0 Pa in Fig.1a. As the

pumping speed was increased by a factor of 1.7, the hysteresis width decreased to
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approximately one third of its initial value. An increase of the pumping speed leads to a
stabilization of the process in general as the amount of reactive gas consumed by the target
material is reduced [1,8]. In order to keep the hysteresis width minimal, a pumping speed of

83 I/s was chosen for all further experiments.
3.1.2 Influence of discharge power

In order to investigate the influence of the discharge power on target poisoning, the
target voltage was monitored at constant discharge powers ranging from 4.4 to 34 W/cm?
while the reactive N, gas flow was varied during the experiments. Figure 1b displays the target
voltage as a function of the discharge power without reactive gas flow, representing the
starting points of the corresponding hysteresis experiments shown in Fig.1c. The curve in
Fig.1b exhibits a linear relation for discharge powers exceeding 10 W/cm?. Below this point, a

stronger decrease in voltage can be noticed.

Figure 1c shows the results of the hysteresis experiments with normalized voltage values
to facilitate a comparison between the different discharge powers. Three major influences of
the discharge power density on the target poisoning could be identified. With increasing
power density the voltage change due to target poisoning is shifted towards higher reactive
gas flows. This can be explained by the higher amount of target material that is sputtered at
higher power. The more metal atoms are transferred into the vapor phase, the greater is the
resulting gas consumption [8] and, thus, a higher reactive gas flow is necessary to trigger the

switching process from metallic to poisoned mode.

Further, the voltage change due to target poisoning becomes smaller with increasing
discharge power. The discharge voltage as a function of the power density depends on the
current-voltage characteristic of the target material. In the metallic mode, the target surface
consists of titanium and has therefore a different characteristic than in the poisoned mode,
where the target surface is comprised of a titanium nitride layer. Hence, the change of the
discharge voltage due to target poisoning is not constant with varying discharge power. This

leads to the smaller voltage difference observed at increased discharge power densities.

Finally, the discharge power density has a strong effect on the width of the hysteresis.
From 4.4 to 22 W/cm? the width increases, which is consistent with the trend found in
literature where the Berg model [30] predicts that the hysteresis is broadened with increasing
discharge power [8,9]. However, above 22 W/cm? we found that the width of the hysteresis
is strongly decreasing until it is even reversed and merely detectable at 34 W/cm?, which is in

contrast to the above mentioned model. Furthermore, the change of the voltage is less steep
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at elevated discharge powers. A reason for both effects might be that above a certain
discharge power density not the whole target surface is covered by the reaction product
during poisoning at once, but that the target is poisoned gradually. This proceeds, starting
from the outer margins of the target erosion zone where the current density is low, inwards
[31]. The high plasma density in the center of the erosion zone is sufficient to prevent the
target from poisoning, while further away from the center the target is already covered with
titanium nitride. During de-poisoning with reducing reactive gas flows, the target is likewise
progressively cleaned and consequently the metal/transition mode is stabilized and the

hysteresis vanishes.

Other factors controlling the shape of the hysteresis are the (reactive) gas rarefaction
close to the target surface [32] and reactive gas dissociation [33]. Both effects are more
pronounced at high discharge power and have been found to be beneficial for avoiding the
hysteresis effect in HiPIMS [18,33]. Hence, they might also play a role during reactive DCMS
at high discharge power densities by stabilizing the metal/transition mode due to a decreased
amount of reactive gas atoms close to the target surface, hindering the target poisoning in

this way and an increased gas consumption due to a higher chemical reactivity of the gas.

3.2 Deposition rate and coating properties

3.2.1 Deposition rate

Figure 2a shows the part of the hysteresis experiments with increasing N, flow with open
symbols marking the N; flows chosen for the deposition of the coatings at the respective
power density. In addition to the two deposition series in metallic mode (rectangles) and in
poisoned mode (circles), a deposition series in non-reactive atmosphere (pure Ar flow) was

conducted.

Figure 2b shows the resulting deposition rates of the investigated coatings. It can be
seen thatin all cases a nearly linear relationship between deposition rate and discharge power
is present. This can be explained by the fact that at an elevated discharge power the amount
of sputtered material is equally increased due to a higher discharge current. As can be
expected, there is a vast difference between the coatings deposited in the metallic and
poisoned mode [1,2,4,34,35]. The deposition rate of the metallic-mode coatings is

approximately three times higher as compared to the deposition rate of the poisoned-mode
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Figure 2: (a) Normalized target voltage as a function of the increasing N, gas flow at different power
densities. The N; gas flows used for the depositions in metallic and poisoned mode are indicated with
squares (o) and circles (0), respectively. (b) Deposition rate and (c) chemical composition of the
investigated coatings. Triangles refer to coatings deposited in non-reactive atmosphere, i.e. pure Ar.
Open symbols show additional depositions at discharge powers of 28 and 34 W/cm?. At power
densities below 16 W/cm? the nitrogen content in the coating was below the detection limit of the
EDX. Additional values given at the power densities of 28 and 34 W/cm? in (b) and (c) refer to the

nitrogen mass flow in sccm used for the respective depositions.

coatings. It can further be seen that as long as no target poisoning takes place, the added N3
does not influence the deposition rate since there is no difference evident between the
metallic-mode TiNy coatings and non-reactive Ti coatings. Furthermore, additional coatings
grown at the two highest discharge powers of 28 and 34 W/cm? at intermediate N flows
included in Fig.2b (open symbols) suggest that there is a clear transition between metallic and
poisoned mode, as the additional coatings can clearly be referred to as either metallic or
poisoned mode. Only at a N; flow of 16 sccm and a discharge power of 34 W/cm? an

intermediate deposition rate was obtained. This can be understood by the instability of the
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process in this N, flow and power density region, i.e. in the transition regime between the

metallic and poisoned deposition mode.
3.2.2 Chemical composition

The chemical composition of the coatings as determined by EDX is displayed in Fig.2c.
The TiNx coatings deposited in the poisoned mode exhibit a stoichiometric composition
throughout the whole power range which is in agreement with literature [35]. In contrast, in
the case of the metallic-mode TiNx coatings a clear trend is visible as the nitrogen content in
the coatings increases with rising discharge power. This is due to a stabilization of the process
with increasing power. At a higher power the deposition run can be performed at a N, gas
flow value that is, in relative terms, closer to the transition to the poisoned mode.
Consequently, the nitrogen content in the coating is increased and thus deposition of a coating
with almost stoichiometric composition at the comparatively high deposition rate of
0.15 um/min is possible, which corresponds to approximately 200 % of the deposition rate in

poisoned mode.
3.2.3 Microstructure

Figure 3 displays the X-ray diffractograms of all deposited TiNx coatings which exhibit a
crystalline structure regardless of the deposition mode. In the case of the metallic deposition
mode (Fig.3a), a gradual transition from hexagonal Ti at the lowest power density to face-
centered cubic (fcc) TiN at the highest power density is evident. This change in structure is
caused by the higher amount of nitrogen that is incorporated into the coating due to the
increased fraction of N in the sputtering atmosphere at elevated power. The incorporated
nitrogen leads to a distortion of the Ti lattice which is more pronounced at increased nitrogen
contents [36]. Thus, the (002) and the (101) peaks characteristic for hexagonal Ti are gradually
shifted towards the (111) and (200) peaks of fcc-TiN. In the case of a stoichiometric TiN coating
at the highest power density, the structure eventually corresponds to fcc-TiN. No indication
for the occurrence of a substoichiometric Ti;N [37] phase could be found in the diffractograms.
In addition, a peak broadening is detectable with increasing discharge power which indicates

a grain refinement [38] with increasing power and nitrogen content.

The X-ray diffractograms of the coatings deposited in the poisoned mode (see Fig.3b) all
indicate that the coatings are comprised of fcc-TiN. However, a change of the preferred
orientation is detectable. At the lowest discharge power, a (111) orientation of the coherently
diffracting domains can be noticed, whereas with increasing power the preferred orientation

changes gradually towards a (100) orientation. A similar trend was reported by Sproul et al.
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who found a strong (111) orientation at low power density, changing towards a more random
orientation with increasing power [39]. This trend was attributed to a more pronounced
surface mobility at higher power densities as a result of increased ion bombardment. Similarly,
Mahieu et al. found a change in orientation from (111) to (100) with increasing N, partial
pressure due to an increased surface mobility at higher partial pressures [40]. As the N gas
flow is simultaneously increased with increasing deposition power in our work, this effect is
assumed to contribute as well. Besides the change of the orientation, the peaks in Fig.3 are
shifted to lower diffraction angles, which is also in agreement with the results found by Sproul
et al. [39]. This peak shift is more pronounced at the higher discharge powers indicating that

the stress in the coatings increases with rising deposition power.
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Figure 3: X-ray diffractograms of the investigated TiNy coatings on Si substrates deposited in (a)
metallic mode and (b) poisoned mode. The positions of the standard peaks for hexagonal Ti and fcc-

TiN are indicated according to the respective ICDD powder diffraction file [25,26].

In the same way as for the coatings deposited in the metallic mode, a peak broadening
is visible for the XRD patterns of the poisoned-mode coatings. One reason for this peak
broadening at higher discharge power can be, as already mentioned, grain refinement [38].

This interpretation is confirmed by the SEM micrographs shown in Fig.4 for both deposition
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modes. While the fracture cross section of the metallic mode coating at the lowest power
density shows a columnar structure, the cross section derived at the highest discharge power
appears featureless without discrete grains detectable (Fig.4a). A less pronounced grain
refinement with increasing discharge power is visible for the coatings deposited in the
poisoned mode as shown in Fig.4b. In this case, the columnar structure is preserved even at
the maximum power density of 34 W/cm? applied in this work. This is in concordance with
Sundgren [37], who noted that increasing the deposition rate leads to a decreased diameter
of the columns in TiN coatings. Nevertheless, all coatings appear dense in the SEM

micrographs and exhibit a smooth surface without pronounced asperities.

(a) Metallic mode (b) Poisoned mode

1um 4.4 W/cm? 1um 16 W/cm? 1pm 4.4 W/cm? 1um 16 W/cm?

1um 22 W/cm?

1wm 34 W/cm? 1pm 22 W/cm? 1pm 34 W/cm?

Figure 4: SEM micrographs of the fracture cross sections of coatings deposited on Si substrates in

(a) metallic mode and (b) poisoned mode at different discharge power densities.

3.2.4 Mechanical properties

Figure 5aillustrates the residual stress at room temperature as a function of the power
density and deposition mode. For both deposition modes, an increase of the compressive
stress with increasing discharge power is evident, but the metallic-mode coatings show in
general higher compressive stress values. The increase in stress in the poisoned-mode
coatings is shifted to higher power density values, where below 28 W/cm? the stress is almost
constant. These results can be explained by the fact that the stresses are strongly affected by
the deposition rate [6,41]. When the deposition rate is high, the time for thermally activated
atom movements on the surface of the growing film is low, i.e. if the deposition rate exceeds
a certain threshold value, then the defects generated during deposition cannot be annealed
out anymore which results in high stress values [6]. As the deposition rate of the metallic-

mode coatings is approximately three times the value of the poisoned-mode coatings at
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constant deposition temperature, the critical deposition rate to trigger the increase in stress

is reached at a lower power density in metallic than in poisoned mode.
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Figure 5: (a) Room temperature residual stress and (b) elastic modulus and hardness of the

deposited TiNy coatings.

The elastic modulus and hardness of the investigated coatings as determined by
nanoindentation versus the applied power density can be seen in Fig.5b. An increase of both
hardness and elastic modulus can be observed which is more pronounced for the metallic-
mode coatings. The increase of the elastic modulus in the case of the metallic-mode coatings
is mainly owing to the change in chemical composition and microstructure of the coatings with
increasing discharge power (see Figs.2c and 3). At the lowest power density the elastic
modulus is low at roughly 175 GPa, which is about 55 GPa above the literature value of
metallic Ti [42]. With increasing nitrogen content in the coating at higher discharge power, the
elastic modulus increases until at 34 W/cm? it reaches a value that is similar to the elastic
modulus of TiN coatings. In the case of the poisoned-mode coatings, the increase of the elastic
modulus is less pronounced as the chemical composition remained constant with varying
power density. The increase of the modulus can be correlated with the change of the
preferred orientation from (111) at the lowest power density towards (100) at the highest
power density, since the elastic modulus of TiN in the (100) direction is higher than in the (111)
direction [43].

Similar to the elastic modulus, the hardness is increasing as well with increasing power
density. Again, this trend is more prominent for the metallic mode coatings. The hardness of
the metallic mode coatings is about 10 GPa at the lowest power density, but it increases when
the power density is raised and exceeds the values obtained for the stoichiometric poisoned-
mode coatings at power densities larger than 10 W/cm?. This strong change in hardness in the

case of the metallic deposition mode can be attributed to various effects: (i) higher nitrogen
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contents result in higher hardness values in the case of substoichiometric TiNx coatings
[34,37], (ii) elevating the deposition rate minimizes the time for the formation of equilibrium
structures and a distortion of the lattice is the consequence, leading to a higher hardness
[6,37], (iii) as can be seen from the SEM cross sections, the grains are refined at high deposition
rates, resulting in higher hardness according to the Hall-Petch effect [6,44] and (iv) the
metallic-mode coatings deposited at high deposition power are under a strong compressive

stress state which is known to increase the hardness of coatings [44,45].

The hardness evolution with increasing discharge power of the coatings deposited in the
poisoned mode can be explained in a similar way. Both, the grain refinement and the increase
of the compressive stress lead to a higher hardness. In this case, however, grain refinement
and increase in stress are less pronounced than in the case of the metallic-mode coatings. In
addition, the composition remains constant with changing power density, which is one of the
major reasons for the hardness increase of the coatings deposited in the metallic mode. As a
result, the hardness increase of the poisoned-mode coatings is less pronounced. The observed
change of the preferred orientation in the poisoned-mode coatings appears to be without
influence on the hardness. Chou et al. [46] reported an increased hardness at a preferred (111)
orientation, but Sproul et al. [39] found for TiN coatings that a change of the preferred
orientation with higher discharge power from (111) towards a more random orientation is
accompanied by an increase in stress which is typically associated with an increase in
hardness. Due to the fact that the overall change of the mechanical properties of the
poisoned-mode TiNx coatings is small, the influence of the preferred orientation can be

considered to be a minor one.

4. Conclusions

Within this work, the effect of the discharge power density on the reactive direct current
magnetron sputtering of titanium in N2 containing atmosphere was investigated. Target
poisoning effects were studied at different discharge powers ranging from 4.4 to 34 W/cm?
by means of hysteresis experiments. Upon an increase of the discharge power, the target
poisoning is shifted towards higher N> gas flows in the sputtering gas and the width of the
hysteresis is minimized. This enables the deposition of TiNx coatings with high nitrogen
contents in the metallic/transition mode. By increasing the discharge power it was possible to
deposit a close-to-stoichiometric TiNy coating at a high deposition rate of 0.15 pm/min, which
was found to be 200 % of the respective deposition rate in poisoned mode. Elevating the

discharge power can therefore be used as an approach to reduce the detrimental influences
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of target poisoning and hysteresis effect during reactive sputter deposition of stoichiometric

TiNy, while enabling high deposition rates.

The properties of the synthesized TiNx coatings are also strongly affected by the change
in discharge power. Elastic modulus and hardness increased with power density regardless of
the deposition mode, i.e. metallic or poisoned mode. This was mainly attributed to the
elevated deposition rate impeding defect annihilation, which results in grain refinement and
higher compressive stress states and, hence, in improved mechanical properties. The
increased nitrogen content in the metallic-mode deposited TiNy also contributed to the

enhancement of hardness and elastic modulus.
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